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Overview
The Department’s spatial data standards require for Enterprise spatial data created by the Department that a data steward make include a statement of positional accuracy in the metadata, if the spatial data was created by the Department.	Comment by rburns: A requirement,

Not a big deal, but I slightly prefer Greg’s original language.  I would change “in the metadata” to “to be included in the metadata.”  

Relatedly, this kind of thing is exactly why I do not like getting into the business of wordsmithing.  Wordsmithing by committee NEVER works.  If we need a technical writer to come back and clean it up, then we should just do that.  But having a merry-go-round of everyone’s particular phrasings and choices does not seem useful or effective.  Consequently, from here on out, I will avoid any wordsmithing or style type comments.

Positional accuracy: How closely the coordinate descriptions of features compare to
their actual location.

A variety of factors affect the positional accuracy of digital spatial data. Error can be introduced by: digitizing methods, source material, generalization, symbol interpretation, the specifications of aerial photography, aerotriangulation technique, ground control reliability, photogrammetric characteristics, scribing precision, resolution, processing algorithms and printing limitations. Individual errors derived from any one of these sources is often small; but collectively, they can significantly affect data accuracy, impacting how the data can be appropriately used.

 
The Department originally endorsed positional accuracy standards and methods set by Federal Geographic Data Committee (FGDC), the Subcommittee for Base Cartographic Data; and described in Geospatial Positioning Accuracy Standards, Part 3: National Standard for Spatial Data Accuracy (NSSDA) (FGDC-STD-007.3-1998), and the methodology of the State of Minnesota’s Planning and Land Management Information Center, Positional Accuracy Handbook (1999).  That FGDC standard states a positional accuracy statement should be included in the metadata with the following format:	Comment by ruppert: I think it is unnecessary to reference a method we are not using.

Positional Accuracy: Tested 34.8 feet horizontal accuracy at 95% confidence level

Spatial dataset users A user of the spatial data set for which this positional accuracy statement was made can be confident when reading this positional accuracy statement that the horizontal position of a well-defined feature will be within 34.8 feet of its true location, as best as its true location has been determined, 95 percent of the time.

JSD comment: Maybe my memory is getting bad, but didn’t we discuss 90% as a more realistic statement? Or, did we want to just leave that number open?  Or maybe my memory is wrong.	Comment by ruppert: The 90% confidence interval is what is used for the National Mapping Accuracy Standards (NMAS); 95% is used for the National Standard for Spatial Data Accuracy (NSSDA).



The Data Subcommittee reviewed the State of Minnesota’s Planning and Land Management Information Center’s methodology and determined that it was difficult, if not impossible, to use with spatial data created by or used by the Department.	Comment by ruppert: I think it is unnecessary to reference a method we are not using.


While the Department cannot use the methodology developed by the State of Minnesota’s Planning and Land Management Information Center, it can retain the essence of the accuracy statement suggested by the FGDC.  There are two parts to the positional accuracy statement:

1. An distance element value of the horizontal accuracy, given in the units of the dataset (34.8 feet)
2. The degree to which the data steward is confident in the value (95% confidence level)

Section 2.4 of the full federal Content Standards for Digital Geospatial Metadata contains a number of positional accuracy related fields:

The NSSDA statistic should be placed in field 2.4.1.2.1 for horizontal accuracy and in field 2.4.2.2.1 for vertical accuracy. The text string “National Standard for Spatial Data Accuracy” should be entered in field 2.4.1.2.2 for horizontal accuracy and in field 2.4.2.2.2 for vertical accuracy.

Finally, an explanation of how the accuracy value was determined can be included in the horizontal positional accuracy report fields: 2.4.1.1 for horizontal and 2.4.2.1 for vertical.

Both All parts of the accuracy statement are important.  A data steward should understand thethe why an accuracy statement is necessary, the intent of the statement, and the reasoning and calculations from which the accuracy statement is developed.

JD comment: I would argue a third part of the statement.  At the end, it needs to then say “according to an analysis using such and such dataset and as analyzed using such and such method”, or something similar.	Comment by ruppert: I agree – there should be a description of the method.


Topics of Notes

Significant figuresFigures
When making statements of positional accuracy, the data steward should apply rules for using significant figures.  Numerical values should not be more precise than the data will allow.  Similarly, statements of confidence should not be greater than proper understanding of the methodologies and statistical techniques will allow.

For example, when reporting the distance element of the horizontal accuracy, one should remember not to imply a smaller measure of uncertainty by reporting too many significant figures. Scientific best practices dictate only one uncertain digit is to be reported for a measurement.  When reporting 34.8 feet of horizontal accuracy, the implied uncertainty is in the tenths of feet portion of the value.

JSD comment: This is a somewhat minor issue, and should not be the first topic of note to be discussed.  It should come much later.  To Christina’s comment, I don’t think this needs elaboration, but if it does, why don’t we just show something like 5.4 feet + 6 feet = 10 feet, not 10.4 feet, or 2.5 feet x 3.42 feet = 8.6 feet.  

Intent of Metadata
We cannot control how people will use data oOnce it data is available to others we can’t control how they use it or prevent them from misusing it, but.  And we cannot prevent people from misusing data.  What we can do is document the quality of spatial data we create.  By making accurate statements of describing the quality of our data, we will do the best job we possibly can to inform users of what the intended purpose of the data is, how the data was developed, and any limitations of or on the data.  High quality metadata transfers the burden toOnce we have done the best job we can, it is then the responsibility of the user not to misuse the data by making them more informed about what it is they’re really looking at. Additionally high quality metadata limits liability for misuse of data and protects your data creation investment.

JSD comment: I said no wordsmithing but HINT “data” are plural.  Anyway, I would omit this section.  The purpose of the document here pertains to positional accuracy standards, not to the intent of metadata.  If you think the metadata standards require modification to the language including the intent, then let’s do that.  But not here.



Importance of the Narrative
The DWR Sspatial Ddata Sstandards are a framework describing the quality of spatial data.  More often than not, real life does not conform well to man-made rules and regulations.  The data steward is left trying to fit a square peg in a round hole.

In almost all sections of the metadata, there are sections for a narrative.  These sections are the data stewards’ chance to describe the exceptions and how they were addressed.  This supplemental narrative allows for the metadata author to better convey the variation from DWR’s Spatial Data Standards that may be necessary for that dataset.

JSD comment: I would also omit this.  If you feel it is necessary, it belongs at the end.  I would also change the title.  Again, I would advise this just be left out.

Professional Land Surveyor’s Act
California Business and Professional Code, Sections 8700 – 8805 (The Professional Land Surveyor’s Act) defines the practice of land surveying and the requirements for licensure. Section 8726 (n) specifically requires that statements regarding accuracy of maps or data prepared or furnished in connection with the functions described in the previous portions of said section be rendered by, or under the direct supervision of, a person authorized to practice land surveying, i.e. professional land surveyor. According to the statutes, data used to determine the configuration of the earth’s surface, location of fixed works, or property boundaries (including easements) are included within this requirement regardless of the instrumentation, methods, or procedures employed. Neither is the level of accuracy a criteria for determining the need for licensure.
s to render a statement regarding the accuracy of maps or measured surveyed data.  (Section 8726. n.)  If a spatial data set is, or may be, legally sensitive, then the data steward should have a licensed surveyor within the Department review the positional accuracy calculations, and approve the work.
[See Appendix A for exact text of Sections 8725-26]

JSD comments: My impression is that PLSA concerns 1) boundaries and 2) statements of accuracy, but not all maps.  Also, licensed engineers may make statements of accuracy, maps, and design drawings concerning topography (I think) as long as they are not geodetic control.  I could be wrong, but that’s always been my understanding.

But more importantly, if what we are trying to accomplish having this in is to introduce the notion of having surveyor review, then maybe we should introduce this by saying something like 

“The purpose of this document is to establish guidelines for DWR Data Stewards in complying with positional accuracy standards.  Stewards shall be responsible for determining, knowing, and updating the accuracy(ies) of the sets they are responsible for.  	Comment by rburns: RGB Comment:  To adhere to such rigorous metadata standards, it is seeming to me that a data steward will have to be quite a specialist with the spatial dataset itself to be qualified to even be the steward of it.  So, it would appear the data steward should be the creator of the data wherever possible.  


California Business and Pro Code (as above…that language).  So, as part of the process of submitting standardized metadata, review and approval of the positional accuracy statements must be performed by a licensed land surveyor.  The steward may draft the document and the supporting documentation in order to simplify the workload of DWR surveyors for purposes of certifying DWR spatial dataset accuracy. “ 

Something like that.  You get the point.



The intent of this document is to provide standardized methodologies for calculating positional accuracy, thereby making it easier for both the data steward and the professional land surveyor.

JSD comment: It’s fine to restate this, since this is after all the goal.  Or it could be moved higher.  Your call.

Boundaries	Comment by ruppert: The same requirement could be stated for topographic and bathymetric data.
A professional land surveyor within the Department must review the positional accuracy of all property and easement boundary spatial data.	Comment by rburns: Stated as a requirement

JSD comment: I think if we use the language above we shouldn’t need to restate this here.

The Easy Way	Comment by rburns: I suggest to delete this.	Comment by Christina Boggs: For as cute as this is, I don’t know if it fits anymore.
Now that you have read and understand how to calculate the horizontal positional accuracy, we can discuss the Easy Way.  There is no simple way to calculate horizontal positional accuracy.  Get one with using one of the other ways.

JSD comment:  Maybe instead of saying this, we should state something along these lines (wordsmithing welcome):

For a variety of reasons, there is no single way to calculate positional accuracy.  This document contains a set of guidelines to assist the data steward in identifying some potential approaches to correctly determining the positional accuracy.  It is up to the steward and the surveyor to utilize the best approach in assessing the accuracy, and in clearly explaining how and why a certain approach was used in the metadata.    	Comment by rburns: I agree with JSD, with my minor “wordsmithed” edits.



JSD comment: Maybe what should be done is to say “first, we will outline a set of best practices that apply to all positional accuracy calculations.  Then, we will outline various techniques with examples to help stewards identify an approach that may be best suited to that stewarded dataset.

In general, the approach is as follows.  The accuracy of that dataset is calculated either a) Method-Explicit.  Using knowledge of the errors inherent in the data development approach (e.g. photogrammetric approaches, GPS, conventional surveyor’s statements of accuracy, geodetic control, etc.), or 
b) Comparison-With-Known.  By comparison against another spatial dataset with an established and documented positional accuracy (“the comparison dataset”).”

For the remainder of this document, these two terms “Method-Explicit” and “Comparison-With-Known” shall be referred to.	Comment by rburns: Good

Method-Explicit datasets enjoy the advantage of not dealing with two datasets of uncertain quality.  In other words, no matter how well we think a comparison dataset’s quality is, some portions of the comparison dataset are inevitably of lesser accuracy than the stated accuracy, and the actual accuracy itself is variable throughout the comparison dataset (even if within the stated accuracy).  However, as we will see later in the discussion about vertex density, the Method-Explicit approach may not fully capture the dataset accuracy for line and polygon datasets.  	Comment by rburns: Good
***

To be honest….and I say this just given the flow of the document….if it were up to me, I’d switch the general best practices with the specific calculation methods.  Ordinarily, this might seem backward, but given the workflow, a user is (in all probability) first going to be choosing an overall approach and then doing specific techniques.  In that light, I’d say calculation methods first then general best practices.  JMO.

But, if we want to do general practices first….then….

General Best Practices in Calculation of Positional Accuracy

“Projection Consistency”, not ->

Effect of Projection and Densification of Vertices on Distance/Error Calculations

Through a series of trials completed by the data standards committee it has been determined that error calculations should be completed by the data steward in the same projection the data is stored in.

JSD: No one cares about the hardships endured by the committee.Just “error calculations should be completed by the data steward in the same projection the data is stored in.  In other words, if a dataset are stored in UTM Zone 10, NAD83, then calculations should be determined in the same projection/datum and with comparison datasets cast into the same system”  	Comment by ruppert: I agree.

Then…

“Vertex Density”

Additional trials were completed in an attempt to recommend a specific divide or slice interval for densification of vertices on lines with no definitive results.  This avenue of research was pursued because it was suggested that where the reference dataset has a higher sampling rate or a greater density of vertices we may be overestimating error rates because the sample method over emphasizes locations of vertices.  The data standards committee has decided to not recommend a specific divide/slice interval to increase densification of vertices.  During trials it was actually discovered that in such cases where high point or vertices density exists naturally in the dataset (like GPS-derived lines) it can unnecessarily underestimate the error as well as become too large of a file to run analysis on easily.  Despite not recommending a specific sampling rate, data stewards should be aware that oversampling a line to do the assessment is a good idea when the vertices upon your lines are infrequent. Equally important to remember, the sampling interval should be high enough to ensure assessment points aren’t based solely on infrequent vertices.	Comment by Christina Boggs: Muh. I think I can say this better.

I recommend instead something more like this:

Calculation of the positional accuracy of lines and polygons is affected by the vertex density of the dataset.  To illustrate, while great care and accuracy may be invested in locating a single vertex as part of a line feature, if the next vertex is very far away, and the real-world line meanders in between the digitized vertices, then the accuracy of the line in between the vertices will be quite different from the accuracy at the vertices themselves.  

This phenomenon is specifically limited to point datasets.  

Dealing with the effect of vertex density results in different approaches depending on whether it is a Method-Explicit” or “Comparison-With-Known” approach.  For “Method-Explicit”, a check of the effect of vertex density must be undertaken.  If the vertex density is found to be such that the Method-Explicit accuracy value does not reasonably apply as the accuracy for the entire line, either accuracy calculation must somehow combine and account for the effects of inadequate vertex density, or the Method-Explicit approach cannot be used, and the Comparison-With-Known must be used instead.  

In the case of Comparison-With-Known approaches, the positional accuracy calculation can be affected by *where* the points used to develop the error matrix are located. However, after considerable trial-and-error, no single recommendation for how thinly to slice/divide a line segment at which point to conduct an error estimate was apparent.  Consequently, it is up to the data steward to determine the oversampling interval.  The best practice is, of course, to utilize a small enough interval to avoid the vertex density from affecting the value calculated during the error analysis process. 

Positional Accuracy for Vector Data

JSD comment:It should be clarified that the beginning of the below are concepts and not applied in practice in the accuracy calculations.  This section (the next several paragraphs) probably belongs above in the intro or in about the same place as “Importance of the Narrative” currently sits.

For spatial data that has been created from digital imagery or scanned maps, the error for determining positional accuracy can be attributed to many sources.  The total error can be thought of as:	Comment by ruppert: Reworded in the introductory section – should be deleted here.

Total Error = Error from flattening 
+ Projection or datum error from accuracy of measurement on earth 
+ Error from cartographic interpretation of physical features 
+ Drafting error	Comment by Christina Boggs: What does this mean?
+ Conversion error from analog to digital 	Comment by Christina Boggs: Can we explain this more?
+ Error of media stability (paper maps get old and can have external readability issues introduced, i.e. coffee and dirt) 
+ Digitizing al processing error (accuracy of cursor placement and frequency of verticies or points) 
+ Error from registration of image/map being digitized (alignment of tic marks or edges to locations before digitizing begins) 
+ Coordinate rounding error (machine precision)
+ Data conversion error (applies to raster to vector conversion) 
+ Other Errors (such as operator error)

When you calculate positional accuracy, you are attempting to calculateing one portion of the total error for the spatial data.

Methodologies to calculate the positional accuracy vary according to how the data was created.  There are several ways to create vector spatial data:

1. Create from x,y point data
a. From data acquired using tradtional surveying methods
b. Survey the spatial data
c. From data acquired using GPS devices.
d. Other x,y point data of unknown origin the locations of spatial data
2. Develop line Digitizing map features (for vector outputs)work by tracing of existing imagery or topographic legacy documentsmaps.
a. Manual Digitizing (digitizing table, the old-school way)
b. Head’s-Up Digitizing (combination of manual and scan practices)
3. Conversion from Raster to Vector
4. Supervised Image Classification
5. The easy way

The compilation, modification or creation of data introduces error in each step of production; each data creation method has different inherent errors because those steps are different. Please see the appropriate section to your data creation method for the suggested positional accuracy calculation method.

Create From X,Y Point Data

When creating vector data using x,y point data, the Enterprise Data Standards Subcommittee determined the error introduced through the x,y point acquisition can be measured best. The other components of error are acknowledged but not included in the estimate because not all of the components can be measured and the data steward would go crazy attempting this. The method used to derive x,y point locations contributes to the accuracy of those points more than the conversion process so we recommend the data steward select the acquisition method and follow the instructions.

Data Acquired Using Professional Surveying Methods	Comment by ruppert: The method of collection is not a valid criteria for requiring a professional land surveyor’s involvement.
If you use surveying to locate the spatial data, the licensed surveyor should provide a written statement of the horizontal accuracy about the vector data.  The licensed surveyor will provide both elements of the accuracy statement  The data steward should include the complete surveyor’s statement in Section 2.4.1.1 of the metadata.

Tested 34.8 feet horizontal accuracy at 68% confidence level

From Data Acquired Using GPS
Surveying
If you use surveying to locate the spatial data, the licensed surveyor should provide a written statement of the horizontal accuracy about the vector data.  The data steward should include this statement in Section 2.4.1.1 of the metadata.

GPS
[bookmark: Metadata_horizpae]If you used GPS is used to locate the spatial data, the manual or other documentation on the GPS device will provide some of the necessary information for the horizontal accuracy of the vector data.  The field operator should note the make and model of the GPS device used, the technique used by the GPS device to find the location (autonomous, WAAS, code-corrected or phase-corrected (also called carrier-corrected)), the technique used by the operator to obtain the location (i.e. waited until receiver had locked on to 4 satellites before documenting location), and the reported error of the measurements.  The data steward should include this information in Section 2.4.1.2.2 of the metadata.

The data steward should report the error of the measurement in Section 2.4.1.2.1 of the metadata.

The fine print within documentation for GPS units generally reports the accuracy of the measurement for one standard deviation of the error (that’s the confidence level).  Therefore, the data steward can make a positional accuracy statement similar to the following:

JSD comment: It would be nice if we could get specific feedback on this language from our land surveyors.

Tested 34.8 feet horizontal accuracy at 68% confidence level

Where the 68% is one standard deviation about the mean of the error.  Figure 1 presents the area under the curve for one and two standard deviations for a normally distribute population.	Comment by Christina Boggs: I don’t know if we need this discussion

Figure 1.	Area Under the Curve
[image: ]

If the data steward wishes to make a positional accuracy statement with a greater confidence level, then the error can be doubled or tripled and make the following statements, respectively:

Tested 69.6 feet horizontal accuracy at 95% confidence level
or
Tested 104.4 feet horizontal accuracy at 99% confidence level

where 69.6 is (2 x 34.8), and 104.4 is (3 x 34.8).  Similarly, the data steward can use different confidence levels by multiplying the error by the appropriate multiple of the standard error from a standard Statistics table.  


Multiple GPS Units
If the spatial data set was created using multiple GPS devices, the data steward should note that in Section 2.4.1.2.2 of the metadata, and use the largest error from all the devices for the horizontal positional accuracy report (Section 2.4.1.1) and the horizontal positional accuracy value (Section 2.4.1.2.1).	Comment by Christina Boggs: Does this sound right to you guys?

In this case, the Enterprise GIS Committee recommends that one of the attribute fields of your dataset s of each record be the accuracy of the GPS unit used to locate the point.
JSD comment: It would be nice if we could get specific feedback on this language from our land surveyors.

Unknown or Other Data Acquisition Method

If the data steward is unsure of the x,y data acquisition method or the point data was obtained using some other method we suggest you use the Sample Method to assess the horiontal accuracy.


Supervised Classification
Supervised classification is when remote sensing data (bathymetric , satellite imagery, scanned maps, specific gravity, elevation from lidar, etc.) is classified or summarized by a processing tool and the data creator classifies or supervises the classification of the subsets of items derived by the processing tool. This standard suggests calculation of positional accuracy based on supervised classification vector data be done with the Sample Method.	Comment by Christina Boggs: Reminder for Christina to rename the point surveying stuff to .Sample Method
“Comparison-With-Known”

JSD comment:by the way, supervised classification may (or may not) be vector, but it is often a raster product as well.  

Combinations of Methods
If a combination of methods were used to create spatial data, then the data steward should note this in the lineage portion of the metadata (Section 2.5).

In the case where multiple methods were used to create the spatial data, and you can filter out the different creation methods, the Enterprise GIS Committee recommends that one of the fields in your spatial dataset be the creation method.  If the different creation methods yield different positional accuracy statements the data steward may also want to have an attribute for each feature that details feature feature-specific accuracy estimates.  The data steward can then describe each of the creation methods in the Entity and Attribute description of the metadata (Section 3).


Vertical Accuracy
A data steward can calculate the vertical accuracy using the Sample Mmethod described for horizontal positional accuracy, the Sample Method.


Raster Continuous Spatial Data

Continuous spatial data is created from some original data or alternative sources.  These sources can be:
1. Aerial Imagery
2. Lidar
3. Other 	Comment by rburns: Seems other thematic data that are not imagery or Lidar is underrepresented here.  I know that other generalizes it for everyone.  	Comment by ruppert: Precipitation
Temperature
Barometric pressure
Soils
The suggested positional accuracy methods are described as follows: 	Comment by Christina Boggs: Putting this in as a placeholder. I think it would be good to break them apart like the above section.

The workgroup did not know how to address the positional accuracy for raster data.  If you have suggestions, please feel free to contribute some text.

JSD comment: see my next comment below.

I have taken a reference from a USGS document on the Coastal Change And Glaciological Map Of The Eights Coast Area, Antarctica: 1972-2001.  (http://pubs.usgs.gov/imap/2600/E/eights.met.txt).

Positional Accuracy:
Horizontal Positional Accuracy:
	Horizontal Positional Accuracy Report: The RADARSAT 125m Mosaic of Antarctica is used as horizontal control for purposes of this project.  Producers of the mosaic claim a positional accuracy of 150m RMS in coastal areas where geodetic control points are abundant.  Accuracy decreases towards the interior of the continent, reaching a high of 5 kilometers.  An in-depth study of the accuracy of the mosaic by a Geodetic Engineer is included in the text of the report.
Vertical Positional Accuracy:
	Vertical Positional Accuracy Report: Elevation data for this project was excerpted from the Digital Elevation Model (DEM) produced by Byrd Polar Research Center in conjunction with the RADARSAT Mosaic of Antarctica.  Vertical error of the DEM was assessed by comparison with six measured elevation transects.  Three of the transects were done via GPS, one by radar echo sounding (RES) and two geodetic leveling.  The range of vertical error is from 2 meters RMSE for a 129 kilometer GPS transect to 36 meters RMS for a 580 kilometer leveled transect.  Construction and error analysis of this DEM is discussed at length in Liu, 1999.  See report for full citation.


I suggest the positional accuracy of raster data can be calculated with respect to known control points.  The accuracy with respect to these control points could then be reported.  The workgroup will have to work on this section more.	Comment by ruppert: Some type of ground truthing could be applied, such as when survey crews are used to measure blind spot check points for LiDAR-derived elevation datasets.

JSD comment: I basically agree, except we may want to make this consistent with the “Comparison-With-Known” approach.  In the case of this elevation example, the comparison is to the known set “geodetic control points.”

In general, raster datasets are often going to be created using a “Comparison-With-Known” approach.  Imagery datasets *might* be an exception, since the practices are well established and the resulting accuracies fairly well known, but even those have checks against known points.  Ruppert should probably address this.  

But for other raster sets, what you do is to attempt to calculate the accuracy of the raster value versus some known quantity.  The error matrix approach ought to work well.  This is one thing that I thought was more or less adequately spelled out originally.	Comment by rburns: I agree with the suggestion to calculate positional accuracy relative to known control points.  But, the horizontal accuracy of the raster data set first needs to be stated.  The raster value (at that location) is a function of the theme of the data itself, and may not represent vertical position.  I think one should focus on the horizontal and vertical accuracy of the control points.  Establish accuracy of control points and then “link” the themed data set to the control points.


LIDAR Spatial Data

There is no good way to determine the horizontal and vertical positional accuracy of LIDAR data.  When LIDAR data is presented, the horizontal accuracy is reported as	Comment by Christina Boggs: Lidar is generally delivered with a positional accuracy statement the contractor bases on ground control right? Can’t this be reported?	Comment by ruppert: Most of the LiDAR data I have seen reports both horizontal and vertical accuracies using root mean square (RMSE) values. These can then be calculated as linear values. I am fairly certain that the CVFED LiDAR horizontal value is reported at 95% CI.


JSD comment:That may be true of horizontal, but it is not true of vertical.	Comment by ruppert: Joel is right about the delivery of LiDAR with a statement of its accuracy. This is usually a contract or procurement specification.

	Horizontal accuracy 1.0' (30 cm), 1 sigma

And the vertical accuracy is reported as

	Vertical Accuracy 95% at 0.6' (<18.5 cm) and 90% at 0.5' (15 cm)

While this is not a satisfactory way to report positional accuracy, it is the industry standard.  The Data Subcommittee recommends this statement be included in Section 	Comment by Christina Boggs: What does the industry standard way of reporting positional accuracy lack that we’re going to get from sampling?

JSD comment: a) this is the same language as our other accuracy statement, so for vertical accuracy why is it unsatisfactory?  If we add “according to”, as I suggest we do, it will be even better.  I agree that horizontal is not great but that one is the industry standard.  I would suggest we omit “while this is not a satisfactory way to report positional accuracy”, and simply say that this is an industry standard for how to report horizontal accuracy.
	Comment by Christina Boggs: Christina needs to break this section here…make some clear transition.
Tracing Line Work or ImageryThe Sample Method
Tracing line work requires that the data steward, or sub-stewards, know the horizontal positional accuracy of at least one of the reference layers.  If you do not know the horizontal positional accuracy of one of the reference layers, then you cannot make a positional accuracy statement about the spatial data that you are creating.	Comment by Christina Boggs: These steps need to be reworked still.

JSD comment: This is an opening piece of the “Comparison-With Known” approach.  Selecting the Comparison Dataset.

Calculating the positional accuracy *using the Comparison-With-Known approach* requires the data steward compare the positions of a reference layer with the line work created by the Department.  In the steps below, I assume that the data steward created the line work.

Steps

1.	Identify the reference layers to compare to your line work.  The reference layer(s) must have a known positional accuracy.

2.	Convert your line work to the same projection as the reference layer.

3.	Create a new layer, if necessary.  Figure 2 presents different possibilities, and each would have a different positional accuracy.  The data steward should be aware of these, and plan accordingly.

	Figure 2A.	Line Segment that Matches the Reference Line
[image: ]


	Figure 2B.	Line Segment that does not Match the Reference Line
[image: ]

3.1.	If necessary Use the ArcGIS Split function to create vertices along your line work, and create a third layer.  JSD comment: *I use “divide”, not split*.  Maybe we don’t need to get function specific?  The distance between vertices (density) on this new layer should be sufficient to capture the scale and detail of the reference layer, if your line work did not.  
JSD comment: this may be a restatement of what was said far earlier in vertex density

4.	Count the number of vertices on the layer from Step 3.  This is your population for sampling.

For example, let’s assume that you have a population of 3,141 points.

5.	Use Table II-A, in Appendix F of the DWR Spatial Data Standards to find you’re the correct sample size for your population size.

	Figure 3 presents a portion of Table II-A, and the sample size associated with a population of 3,141 points.  

Figure 3.	Determining Sample Size
[image: ]
	For a population of 3,141 points, the sample size would be 125 points.

6.	Use the Random Number Worksheet in the Positional Accuracy Calculation Workbook to generate the appropriate number quantity of random numbers.

	Figure 4 presents a portion of the Random Number worksheet, and illustrates how to calculate 125 random numbers.  Enter the population size, the sample size, and press the Calculate Random Numbers button.  The random numbers appear in the first filled column, starting with column B, and start in row 16.

Figure 4.	Random Number Worksheet
[image: ]

7.	Open the table from ArcGIS and find the vertices (x and y coordinates) for the feature associated with for each random number in the layer you created in Step 3.

I need a picture for this.

8.	Use the Planimetric Accuracy Worksheet in the Accuracy Calculation Workbook to enter the (x,y) coordinates of the vertex you created, and the (x,y) coordinate of the corresponding vertex on the reference layer.  

8.1.	Repeat this for all the random numbers you generated in Step 6.  

8.2.	Read the horizontal positional accuracy statistic calculated in cell H2 (the green cell).

	Figure 5 presents a portion of the Planimetric Accuracy worksheet, and illustrates how to calculate horizontal positional accuracy.  

Figure 5.	Planimetric Accuracy Worksheet
[image: ]

9.	If you have more than one reference layer, repeat Steps 2 - 10 for each reference layer that you have.  Then use the largest horizontal accuracy statistic for your statement.

9.1.	For the row corresponding to your population size, go to the last column you can with a number greater than the number of vertices you counted in Step 9.

10.	Calculate the horizontal positional accuracy for each reference layer.  The accuracy is:

Horizontal Accuracy Value = (Positional accuracy of reference layer) + (Horizontal accuracy statistic from Step 8)

Use the largest value for the remainder of the steps.

11.	Count the number of vertices in this worksheet that have an error greater than the calculated horizontal accuracy value in the previous step.

12.	Use  Table II-A, in Appendix F of the DWR Spatial Data Standards to find the confidence level.  

12.1.	For the row corresponding to your population size, go to the last column you can with a number greater than the number of vertices you counted in Step 9.

12.2.	Go up to the acceptable quality level.

	Figure 6 presents a portion Table II-A, and the confidence level.  If you counted 15 vertices that hadhaving an error greater than 85.9 meters, then you would be 90% confident of this value.

Figure 6.	Determining the Confidence Level
[image: ]

Note:  If you had 21 or more vertices that had a difference of greater than 85.95 meters, you would not be able to make a confidence statement based on Table II-A.

I will try to re-calculate this table at different acceptable quality levels.

	The data steward would write the horizontal positional accuracy statement as:

Tested 86 meter horizontal accuracy at 90% confidence level.

13.	Make sure you label any temporary ArcGIS layers you have created to calculate the errors as such.


Supervised Classification	Comment by Christina Boggs: I’m not sure if this is needed
Supervised classification was identified as a way to create spatial data, but this method was not specific addressed.

If you have any ideas on how to calculate the positional accuracy using a supervised classification, please feel free to add some text here.


The Simple Way	Comment by Christina Boggs: Note to Christina – move this to the notes.
Now that you have read and understand how to calculate the horizontal positional accuracy, we can discuss the Simple Way.  There is no simple way to calculate horizontal positional accuracy.  Get one with using one of the other ways.


Combinations of Methods
If a combination of methods were used to create spatial data, then the data steward should note this in the lineage portion of the metadata (Section 2.5).

In the case where multiple methods were used to create the spatial data, the Enterprise GIS Committee recommends that one of the attributes of each record be method for determining the positional accuracy.  The data steward can describe each of the methods in the Entity and Attribute description of the metadata (Section 3).


Vertical Accuracy
A data steward can calculate the vertical accuracy using the method described for horizontal positional accuracy.



Raster Spatial Data

The workgroup did not know how to address the positional accuracy for raster data.  If you have suggestions, please feel free to contribute some text.

I have taken a reference from a USGS document on the Coastal Change And Glaciological Map Of The Eights Coast Area, Antarctica: 1972-2001.  (http://pubs.usgs.gov/imap/2600/E/eights.met.txt).

Positional Accuracy:
Horizontal Positional Accuracy:
	Horizontal Positional Accuracy Report: The RADARSAT 125m Mosaic of Antarctica is used as horizontal control for purposes of this project.  Producers of the mosaic claim a positional accuracy of 150m RMS in coastal areas where geodetic control points are abundant.  Accuracy decreases towards the interior of the continent, reaching a high of 5 kilometers.  An in-depth study of the accuracy of the mosaic by a Geodetic Engineer is included in the text of the report.
Vertical Positional Accuracy:
	Vertical Positional Accuracy Report: Elevation data for this project was excerpted from the Digital Elevation Model (DEM) produced by Byrd Polar Research Center in conjunction with the RADARSAT Mosaic of Antarctica.  Vertical error of the DEM was assessed by comparison with six measured elevation transects.  Three of the transects were done via GPS, one by radar echo sounding (RES) and two geodetic leveling.  The range of vertical error is from 2 meters RMSE for a 129 kilometer GPS transect to 36 meters RMS for a 580 kilometer leveled transect.  Construction and error analysis of this DEM is discussed at length in Liu, 1999.  See report for full citation.


I suggest the positional accuracy of raster data can be calculated with respect to known control points.  The accuracy with respect to these control points could then be reported.  The workgroup will have to work on this section more.


LIDAR Spatial Data

There is no good way to determine the horizontal and vertical positional accuracy of LIDAR data.  When LIDAR data is presented, the horizontal accuracy is reported as

	Horizontal accuracy 1.0' (30 cm), 1 sigma

And the vertical accuracy is reported as

	Vertical Accuracy 95% at 0.6' (<18.5 cm) and 90% at 0.5' (15 cm)

While this is not a satisfactory way to report positional accuracy, it is the industry standard.  The Data Subcommittee recommends this statement be included in Section 
Appendix	Comment by Christina Boggs: Appendix?
Figure 6.	Area Under the Curve	Comment by Christina Boggs: Moved this from above
[image: ]

If the data steward wishes to make a positional accuracy statement with a greater confidence level, then the error can be doubled or tripled and make the following statements, respectively:

Tested 69.6 feet horizontal accuracy at 95% confidence level
or
Tested 104.4 feet horizontal accuracy at 99% confidence level

69.6 is (2 x 34.8), and 104.4 is (3 x 34.8).  Similarly, the data steward can use different confidence levels by multiplying the error by the appropriate multiple of the standard error from a standard Statistics table.


JSD comment: In general, I think the main thing we need to do is make sure the sections flow in order.  I’d have the intro sections first, then the concepts, then say “you are either using Comparison-With-Known or Method-Explicit.  Most of what is down here really concerns Comparisons-With-Known.  Actually the best practices piece really applies to the Comparison-With-Known.  

We need some language on Method-Explicit.  Method-Explicit does not go through all of these steps.  It basically relies upon the known accuracy of an established survey method such as GPS, photogrammetry, surveyor interpretation of boundary files, etc.  It would really be best if considerable contribution on this would come from the surveyors and photogrammetrists.  It doesn’t need to be very long, but it should be explained and be an option.

Lastly, I think we should restate how the process works.  The steward develops a draft accuracy calculation, and then requests a surveyor review it.  

If you don’t like my titles “Method-Explicit” or “Comparison-With-Known”, I welcome better suggestions.
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