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Overview

The purpose of this document is to establish guidelines for DWR Data Stewards in complying with positional accuracy standards.  Stewards shall be responsible for determining, knowing, and updating the accuracies of the sets they are responsible for.  The Enterprise GIS Committee recommends the data steward be the person responsible for creating the spatial data.  In cases where multiple people have helped create the data, then the Enterprise GIS Committee recommends the data creators be sub-stewards, all coordinating with a single data steward.


The Department’s spatial data standards require that a data steward include a statement of positional accuracy in the metadata for Enterprise spatial data sets.  A positional accuracy statement has the following format:

Positional Accuracy: Tested 34.8 feet horizontal accuracy at 95% confidence level

This is the convention.  My take is that there should still be a qualifier, e.g. “Tested 34.8 feet horizontal accuracy at 95% confidence level, as determined according to comparison with NAIP 2005 imagery.”

A user of this spatial data set can be confident when reading this positional accuracy statement that the horizontal position of a well-defined feature in the spatial data set will be within 34.8 feet of its true location, as best as its true location has been determined, 95 percent of the time.

There are two parts to the positional accuracy statement:

1. The horizontal accuracy statistic, given in the units of the dataset (34.8 feet)
2. The degree to which the data steward is confident in the value (95% confidence level)

Both parts of the accuracy statement are important.  The numerical values in the above positional accuracy statement are just an example.  Actual values will vary by the spatial data set.  In addition, the Enterprise GIS Committee recommends that the data steward include a narrative statement about the methodology used to calculation the positional accuracy.

The data steward should enter the horizontal positional accuracy statement in Field 2.4.1.1 of the metadata, the value of the horizontal accuracy dataset (34.8 feet in the previous statement) in Field 2.4.1.2.1, and a description of the methodology in Field 2.4.1.2.2.  The description of the methodology may be:
	
	“National Standard for Spatial Data Accuracy” 
	“Root-Mean-Square Error” 
	Other

Throughout this document, references will be made to positional accuracy.  Positional accuracy includes both horizontal and vertical positional accuracy.  The Department’s metadata standards have fields for both horizontal and vertical elements.  The horizontal elements are mandatory while the vertical elements are conditional.  


Certification of Accuracy Statements

California Business and Professional Code, Sections 8700 – 8805 (The Professional Land Surveyor’s Act) requires professional land surveyors to render statements regarding the accuracy of maps or measured surveyed data.  (Section 8726. n.)  (See Appendix .)  In many cases, as part of the process of submitting metadata, the data steward will be to have positional accuracy statements reviewed and certified by a licensed land surveyor[footnoteRef:2],[footnoteRef:3].  The data steward may draft the positional accuracy statement and the supporting documentation to simplify the process of professional surveyors certifying the positional accuracy statements. [2:  The data steward is responsible for the initial determination to use a professional land surveyor or not.  When reviewing metadata for Enterprise spatial data sets, the Data Subcommittee will review this decision, and may require the professional land surveyor to certify the statements.]  [3:  In certain circumstances, a licensed civil engineer.  See Section 8731 of the California Business and Professional Code.  Appendix B.] 

It *might* be worthwhile to say something along the lines of “if you aren’t sure if you need a surveyor’s certification, check anyway.”

One of the purposes of this document is to provide methodologies that data stewards can use and know that professional land surveyors approve of.  Enterprise data stewards are responsible for determining and updating the positional accuracies of spatial data sets they are stewards of.  In general, if a professional land surveyor in the Department has to spend more than 15 minutes reviewing the methodology and calculations, then the data steward’s program will be charged for the time spent on this task.  Conversely, if a land surveyor has to spend less than 15 reviewing the methodology and calculations, then the data steward’s program will not be charged for the task.  By using the methodologies in this document, the burden on professional land surveyors to review and certify positional accuracy statements (and also charges to the data steward’s program) will be lessened.


Calculating Positional Accuracy

There is no single way to calculate positional accuracy.  In general, there are two approaches:

	Directly determining positional accuracy
	Indirectly determining positional accuracy
Am OK with calling it “directly” or “indirectly”, though it isn’t my preference.  I still think the issues is whether it is an accuracy statement based on methods/standards versus one determined by a comparison with a known dataset.  Below, the “direct” refers to the former, and the “indirect” refers to the latter.  I wouldn’t really call the latter an “indirect” determination.


Positional Accuracy for Vector Data

Direct approaches for determining positional accuracy include surveying, GPS, and using geodetic controls.  Indirect approaches use a reference data set of known accuracy for comparison.

Direct Determination.  Using Professional Surveying 
If you use surveying to locate the spatial data, the licensed surveyor should provide a written statement of the horizontal accuracy about the vector data.  The data steward should include accuracy statement in Field 2.4.1.1 of the metadata, and the complete surveyor’s statement in Field 2.4.1.2.2[footnoteRef:4] of the metadata. [4:  This is different from what Ruppert had in his comments.] 



Direct Determination.  Using GPS
If you use GPS to locate the spatial data, then the manual and related documentation on the GPS device will provide some of the necessary information for the horizontal accuracy of the vector data.  The field operator should note the make and model of the GPS device used, the technique used by the GPS device to find the location (autonomous, WAAS, code-corrected or phase-corrected (also called carrier-corrected)), an estimate of the geometric dilution of position[footnoteRef:5], the reported error of the measurements, an post-processing of the data, and the number of location measurements taken.  The data steward should include all of this information in Section 2.4.1.2.2 of the metadata. [5:  If the GPS unit does not report this, then the metadata should state that the geometric dilution of position is unknown.] 

GPS-based data accuracy is not just based on the device, it is also substantially based on the collection method (which control was used, differential correction, how long of a setup, kinematic or static, etc.).  The surveyors would probably be the best ones to weigh in on the exact language here.

The data steward should report the error of the measurement in Section 2.4.1.2.1 of the metadata.

The fine print of documentation for GPS units generally reports the accuracy of the measurement for one standard deviation of the error, or a confidence level of 68%.  Therefore, the data steward can make a positional accuracy statement similar to the following:

Tested 34.8 feet horizontal accuracy at 68% confidence level

The data steward can report this information in the appropriate fields of the metadata.


Using Multiple GPS Units

If the spatial data set was created using multiple GPS devices, then Enterprise GIS Committee recommends that one of the attribute fields of your dataset be the accuracy of the GPS unit used to locate the point.  The data steward should use the largest error from all the devices for the horizontal positional accuracy statistic (Field 2.4.1.1) and the horizontal positional accuracy value (Section 2.4.1.2.1).


Direct Determination.  Using Geodetic Controls
If you use geodetic controls to locate the spatial data, then . . . .  (I need some help here.  If no one can provide some guidance in this version, then I think we should delete the section.  GRS)


Indirect Determination.  Using A Comparison  
Before you can use a second data set for comparing location (reference data set), you must know the error associated with that spatial data set.  If you do not know the error, or if it is not stated, then you cannot use the second data set to determine the positional accuracy of your spatial data.

This approach compares the location of points or vertices between the reference data set and your data set.  How you choose these points (vertices), which points (vertices) you choose, and how many points (vertices) you choose will affect your calculations of accuracy.  In the steps outlined here, vertices are used.  Much of the same logic can and should be used for points.


Steps

1.	Identify the reference layer to compare to your line work.  The reference layer must have a known positional accuracy.

2.	Convert your line work to the same projection as the reference layer.

3.	If you have a spatial data set of lines or polygons, create a new layer, if necessary[footnoteRef:6].   [6:  See Appendix C.] 


4.	Count the number of vertices on the layer from Step 3.  This is your population for sampling.

For example, let’s assume that you have a population of 3,141 points.

5.	Use Table II-A, in Appendix F of the DWR Spatial Data Standards to find the correct sample size for your population.

	Figure 1 presents a portion of Table II-A, and the sample size associated with a population of 3,141 points.  

Figure 1.	Determining Sample Size
[image: ]
	For a population of 3,141 points, the sample size would be 125 points.

6.	Use the Random Number Worksheet in the Positional Accuracy Calculation Workbook to generate the appropriate quantity of random numbers.

	Figure 2 presents a portion of the Random Number worksheet, and illustrates how to calculate 125 random numbers.  Enter the population size, the sample size, and press the Calculate Random Numbers button.  The random numbers appear in the first filled column, starting with column B, and start in row 16.

Figure 2.	Random Number Worksheet
[image: ]

7.	Open the table from ArcGIS and find the features associated with each random number in the layer you created in Step 3.

8.	Use the Planimetric Accuracy Worksheet in the Accuracy Calculation Workbook to enter the (x,y) coordinates of the vertex you created, and the (x,y) coordinate of the corresponding vertex on the reference layer.  

8.1.	Repeat this for all the random numbers you generated in Step 6.  

8.2.	Read the horizontal positional accuracy statistic calculated in cell H2 (the green cell).

	Figure 3 presents a portion of the Planimetric Accuracy worksheet, and illustrates how to calculate horizontal positional accuracy.  

Figure 3.	Planimetric Accuracy Worksheet
[image: ]

9.	If you have more than one reference layer, repeat Steps 2 - 10 for each reference layer that you have.  Then use the largest horizontal accuracy statistic for your statement.

10.	Calculate the horizontal positional accuracy for each reference layer.  The accuracy is:

Horizontal Accuracy Value = (Absolute value of the positional accuracy of reference layer) + (Absolute value of the horizontal accuracy statistic from Step 8)

Use the largest value for the remainder of the steps.

11.	Count the number of vertices in this worksheet that have an error greater than the calculated horizontal accuracy value in the previous step.

12.	Use Table II-A, in Appendix F of the DWR Spatial Data Standards to find the confidence level.  

12.1.	For the row corresponding to your population size, go to the last column you can with a number greater than the number of vertices you counted in Step 9.

12.2.	Go up to the acceptable quality level.

	Figure 4 presents a portion Table II-A, and the confidence level.  If you counted 15 vertices having an error greater than 85.9 meters, then you would be 90% confident of this value.

Figure 4.	Determining the Confidence Level
[image: ]

Note:  If you had 21 or more vertices that had a difference of greater than 85.95 meter, you would not be able to make a confidence statement based on Table II-A.

	The data steward would write the horizontal positional accuracy statement as:

Tested 86 meter horizontal accuracy at 90% confidence level.

13.	Make sure you label any temporary ArcGIS layers you have created to calculate the errors as such.


The error of the reference data set is not a single value, even when the error is stated.  The error of the reference data is variable throughout the extent of the spatial data.  This variability may greatly influence the calculation of positional accuracy by comparison.


Combinations of Methods
If a combination of methods were used to create spatial data, then the data steward should note this in the lineage portion of the metadata (Section 2.5).

If the data steward can assign different positional accuracies to the different creation methods, the Enterprise GIS Committee recommends that one of the attributes in your spatial dataset be the feature-specific positional accuracy.  The data steward can then describe each of the positional accuracies and how they were arrived at in the Entity and Attribute description of the metadata (Section 3).  The data steward would enter the maximum value in Field 2.4.1.2.1.
There is an alternative to simply stating the maximum.  One could either a) explicitly state each of the accuracies and the number of records in the dataset those accuracies apply to in 2.4.1.2.1, or one could sample the entire dataset “blind” to the subset accuracies to generate an overall dataset accuracy.  I think we should discuss this further.


Continuous Spatial Data

I need help from Robert or Ruppert on this section.

To determine the positional accuracy of continuous spatial data, the data steward will general use a method similar to the indirect determination using a comparison approach described for vector data.

With continuous data, control points can be georeferenced to the continuous data, and check points can be used to determine the accuracy of the continuous spatial data.  The source of the control and check points can be field measurements or an existing spatial data set of known (preferably higher) accuracy.  The data steward will need to know horizontal accuracy of the control points to use this approach.  

Using Industry Standards
I have taken a reference from a USGS document on the Coastal Change and Glaciological Map of the Eights Coast Area, Antarctica: 1972-2001.  (http://pubs.usgs.gov/imap/2600/E/eights.met.txt).

Positional Accuracy:
Horizontal Positional Accuracy:
	Horizontal Positional Accuracy Report: The RADARSAT 125m Mosaic of Antarctica is used as horizontal control for purposes of this project.  Producers of the mosaic claim a positional accuracy of 150m RMS in coastal areas where geodetic control points are abundant.  Accuracy decreases towards the interior of the continent, reaching a high of 5 kilometers.  An in-depth study of the accuracy of the mosaic by a Geodetic Engineer is included in the text of the report.
Vertical Positional Accuracy:
	Vertical Positional Accuracy Report: Elevation data for this project was excerpted from the Digital Elevation Model (DEM) produced by Byrd Polar Research Center in conjunction with the RADARSAT Mosaic of Antarctica.  Vertical error of the DEM was assessed by comparison with six measured elevation transects.  Three of the transects were done via GPS, one by radar echo sounding (RES) and two geodetic leveling.  The range of vertical error is from 2 meters RMSE for a 129 kilometer GPS transect to 36 meters RMS for a 580 kilometer leveled transect.  Construction and error analysis of this DEM is discussed at length in Liu, 1999.  See report for full citation.

The data steward would enter above information into field 2.4.1.1 (Horizontal Positional Accuracy Report), five kilometers in field 2.4.1.2.1 (Horizontal Positional Accuracy Value), and “RMS” into field 2.4.1.2.2 (Horizontal Positional Accuracy Explanation).

Note: there is no confidence level with this statement.


Here are the comments from the previous version:

I suggest the positional accuracy of raster data can be calculated with respect to known control points.  The accuracy with respect to these control points could then be reported.  The workgroup will have to work on this section more.	Comment by ruppert: Some type of ground truthing could be applied, such as when survey crews are used to measure blind spot check points for LiDAR-derived elevation datasets.

JSD comment: I basically agree, except we may want to make this consistent with the “Comparison-With-Known” approach.  In the case of this elevation example, the comparison is to the known set “geodetic control points.”	Comment by ruppert: Generally some form of comparison-with-known method is employed.  There are control points used to georeference the raster data, and there are check points used to evaluate the accuracy.  The source of the control and check points may be field measurements or an existing dataset (raster or vector)	of a known (preferable higher)	accuracy order.

In general, raster datasets are often going to be created using a “Comparison-With-Known” approach.  Imagery datasets *might* be an exception, since the practices are well established and the resulting accuracies fairly well known, but even those have checks against known points.  Ruppert should probably address this.  

But for other raster sets, what you do is to attempt to calculate the accuracy of the raster value versus some known quantity.  The error matrix approach ought to work well.  This is one thing that I thought was more or less adequately spelled out originally.	Comment by rburns: I agree with the suggestion to calculate positional accuracy relative to known control points.  But, the horizontal accuracy of the raster data set first needs to be stated.  The raster value (at that location)	is a function of the theme of the data itself, and may not represent vertical position.  I think one should focus on the horizontal and vertical accuracy of the control points.  Establish accuracy of control points and then “link” the themed data set to the control points.

JSD response to RGB3 comment at right: The difficulty with raster datasets is in how exactly to establish the horizontal accuracy.  Are you comparing a control point versus the center of the pixel, the edge of the pixel, the corner of the pixel, or what?

LIDAR Data
There is no good way to determine the horizontal and vertical positional accuracy of LIDAR data.  This is not exactly true, and I’d suggest omitting the previous sentence.  You can use NSSDA standards for reporting both.  This issue with horizontal data is that precisely stating a horizontal accuracy is difficult because you generally don’t know where exactly a return is in relation to a physical object (such as, say, a fence line, or where on the tree trunk the spot elevation is from).  When LIDAR data is presented, the industry standard to report the horizontal accuracy as:

	Horizontal accuracy 1.0' (30 cm), 1 sigma

and the vertical accuracy is reported as:

	Vertical Accuracy 95% at 0.6' (<18.5 cm) and 90% at 0.5' (15 cm)

Using the above as an example, the data steward should put “1.0' (30 cm), 1 sigma” in Field 2.4.1.1 of the metadata, the value of the horizontal accuracy dataset (1.0 feet) in Field 2.4.1.2.1, and a description of the methodology in Field 2.4.1.2.2.  In general, the methodology would be “Root-Mean-Square Error” for LIDAR data.
	
As LIDAR industry standards continue to evolve, we can adapt this language.

Review of the Process

The data steward knows the spatial data the best, and as part of completing the metadata for an Enterprise spatial data set develops a draft accuracy calculation for Field 2.4.  In many cases, this calculation will need to be reviewed and approved by a professional land surveyor.  The data steward can help their own cause by providing clear documentation of their reasoning.  The approaches and steps discussed in this document are intended to help the data steward do that.

After metadata is complete, the data steward submits a request to the Enterprise GIS Committee to promote the data set to the enterprise level.  The request will include:
1. Appropriate worksheets from the appendices of DWR Spatial Data Standard
2. Worksheet calculations for the positional accuracy standard
3. Appropriate documentation for positional accuracy calculations and approval or a brief justification it was not necessary
4. Identify people who will be the Geodatabase Data Administrator and ArcSDE Administrators for the enterprise data set, if the spatial data will not go into the DWR Atlas.
5. Identify the services and access restrictions for the production environment.

The Enterprise GIS Committee will ask the Data Standards Subcommittee to review and determine if the data set is ready for the enterprise system.

If the spatial data will not go into the DWR Atlas, the Enterprise GIS Committee should forward the request to the Architecture and Applications Subcommittee to decide what geodatabase the spatial data belongs in.

(Note: see the Versioning document.  It has most of these steps laid out.)








[bookmark: _Appendix_A._]Appendix A.  Section 2.4 of FGDC Metadata Standards

The Federal Geographic Data Committee (FGDC) metadata standard elements related to horizontal positional accuracy are presented in Table 1. 

Table 1.  Metadata Elements Relating to Horizontal Positional Accuracy[footnoteRef:7] [7:  DWR Spatial Data Standards.  California Department of Water Resources.  2010.  Table 4.] 


	Field
	Field Name
	DWR’s Standard
	Description

	2.4
	Positional Accuracy  
	Mandatory Compound

Contains Element 2.4.1 and Element 2.4.2.

	An assessment of the accuracy of the positions of spatial objects.

	2.4.1
	Horizontal Positional Accuracy  
	Mandatory Compound

Contains Element 2.4.1.1 and Element 2.4.1.2.

	An estimate of accuracy of the horizontal positions of the spatial objects.

	2.4.1.1
	Horizontal Positional Accuracy Report  

	Mandatory Free Text

	An explanation of the accuracy of the horizontal coordinate measurements and a description of the tests used.

	2.4.1.2
	Quantitative Horizontal Positional Accuracy Assessment  
	Mandatory Compound

Contains Element 2.4.1.2.1 and Element 2.4.1.2.2.

	Identification of the test that yielded the Horizontal Positional Accuracy Value.

	2.4.1.2.1
	Horizontal Positional Accuracy Value  

	Mandatory Real Number

	An estimate of the accuracy of the horizontal coordinate measurements in the data set expressed in (ground) meters.

	[bookmark: Metadata_horizpae]2.4.1.2.2
	Horizontal Positional Accuracy Explanation 
 
	Mandatory Free Text
	The identification of the test that yielded the Horizontal Positional Accuracy Value.

	2.4.2
	Vertical Positional Accuracy  
	Conditional Compound

Contains Element 2.4.2.1 and Element 2.4.2.2.

	An estimate of accuracy of the vertical positions in the data set.

	[bookmark: Metadata_vertaccr]2.4.2.1
	Vertical Positional Accuracy Report  

	Mandatory Free Text
	An explanation of the accuracy of the vertical coordinate measurements and a description of the tests used.

	2.4.2.2
	Quantitative Vertical Positional Accuracy Assessment  
	Conditional Compound

Contains Element 2.4.2.2.1 and Element 2.4.2.2.2.

	Numeric value assigned to summarize the accuracy of vertical coordinate measurements and the identification of the test that yielded the value.

	[bookmark: Metadata_vertaccv]2.4.2.2.1
	Vertical Positional Accuracy Value  
	If Element 2.4.2.2 is included, Mandatory
	An estimate of the accuracy of the vertical coordinate measurements in the data set expressed in (ground) meters.


	[bookmark: Metadata_vertacce]2.4.2.2.2
	Vertical Positional Accuracy Explanation  
	If Element 2.4.2.2 is included, Mandatory Free Text
	The identification of the test that yielded the Vertical Positional Accuracy Value.  






	Field 2.4.1.1	Horizontal Positional Accuracy Report as text.
Field 2.4.1.2.1	Horizontal Positional Accuracy Value as a real number.
Field 2.4.1.2.2	Horizontal Positional Accuracy Explanation as text.





Appendix B.  Professional Land Surveyor Act

California Business and Professional Code, Sections 8700 – 8805 (The Professional Land Surveyor’s Act) defines the practice of land surveying and the requirements for licensure.  Section 8726 (n) specifically requires that statements regarding accuracy of maps or data prepared or furnished in connection with the functions described in the previous portions of said section be rendered by, or under the direct supervision of, a person authorized to practice land surveying, i.e. professional land surveyor.  According to the statutes, data used to determine the configuration of the earth’s surface, location of fixed works, or property boundaries (including easements) are included within this requirement regardless of the instrumentation, methods, or procedures employed.  Neither is the level of accuracy or the sensitive nature of the information a criteria for determining the need for licensure.

8726. Land surveying defined
A person, including any person employed by the state or by a city, county, or city and county within the state, practices land surveying within the meaning of this chapter who, either in a public or private capacity, does or offers to do any one or more of the following:
(a)	Locates, relocates, establishes, reestablishes, or retraces the alignment or elevation for any of the fixed works embraced within the practice of civil engineering, as described in Section 6731.
(b)	Determines the configuration or contour of the earth’s surface, or the position of fixed objects above, on, or below the surface of the earth by applying the principles of mathematics or photogrammetry.
(c)	Locates, relocates, establishes, reestablishes, or retraces any property line or boundary of any parcel of land, right-of-way, easement, or alignment of those lines or boundaries.
(d)	Makes any survey for the subdivision or resubdivision of any tract of land.  For the purposes of this subdivision, the term “subdivision” or “resubdivision” shall be defined to include, but not limited to, the definition in the Subdivision Map Act (Division 2 (commencing with Section 66410) of Title 7 of the Government Code) or the Subdivided Lands Law (Chapter 1 (commencing with Section 11000) of Part 2 of Division 4 of this Code).
(e)	By the use of the principles of land surveying determines the position for any monument or reference point which marks a property line, boundary, or corner, or sets, resets, or replaces any such monument or reference point.
(f)	Geodetic or cadastral surveying.  As used in this chapter, geodetic surveying means performing surveys, in which account is taken of the figure and size of the earth to determine or predetermine the horizontal or vertical positions of fixed objects thereon or related thereto, geodetic control points, monuments, or stations for use in the practice of land surveying or for stating the position of fixed objects, geodetic control points, monuments, or stations by California Coordinate System coordinates.
(g)	Determines the information shown or to be shown on any map or document prepared or furnished in connection with any one or more of the functions described in subdivisions (a), (b), (c), (d), (e), and (f).
(h)	Indicates, in any capacity or in any manner, by the use of the title “land surveyor” or by any other title or by any other representation that he or she practices or offers to practice land surveying in any of its branches.
(i)	Procures or offers to procure land surveying work for himself, herself, or others.
(j)	Manages, or conducts as manager, proprietor, or agent, any place of business from which land surveying work is solicited, performed or practiced.
(k)	Coordinates the work of professional, technical, or special consultants in connection with the activities authorized by this chapter.
(l)	Determines the information shown or to be shown within the description of any deed, trust deed, or other title document prepared for the purpose of describing the limit of real property in connection with any one or more of the functions described in subdivisions (a)	to (f), inclusive.
(m)	Creates, prepares, or modifies electronic or computerized data in the performance of the activities described in subdivisions (a), (b), (c), (d), (e), (f), (k)	and (l).
(n)	Renders a statement regarding the accuracy of maps or measured survey data.
Any department or agency of the state or any city, county, or city and county that has an unregistered person in responsible charge of land surveying work on January 1, 1986, shall be exempt from the requirement that the person be licensed as a land surveyor until such time as the person currently in responsible charge is replaced.

The review, approval, or examination by a governmental entity of documents prepared or performed pursuant to this section shall be done by, or under the direct supervision of, a person authorized to practice land surveying.


8731. Civil engineers authorization to practice
A registered civil engineer and a civil engineer exempt from registration under Chapter 7 (commencing with Section 6700)	of Division 3 are exempt from licensing under this chapter and may engage in the practice of land surveying with the same rights and privileges, and the same duties and responsibilities of a licensed land surveyor, provided that for civil engineers who become registered after January 1, 1982, they shall pass the second division examination provided for in Section 8741 and obtain a land surveyor’s license, before practicing land surveying as defined in this chapter.



Appendix C.  Vertex Density 

When calculating positional accuracy of line and polygon datasets, the data steward is comparing the location of vertices.  The calculation of the positional accuracy is affected by the vertex density of the dataset.  While great care and accuracy may be invested in locating a single vertex as part of a line feature, if the next vertex is very far away, and the reference line meanders in between the digitized vertices, then the accuracy of the line in between the vertices will be quite different from the accuracy at the vertices themselves.  Figure 5 illustrates this point.  

	Figure 5A.	Line Segment that Matches the Reference Line
[image: ]


	Figure 5B.	Line Segment that does not Match the Reference Line
[image: ]

The density of vertices in digitized line segments in the two figures above are the same.  The calculated error in the two cases would both be zero, because the vertices fall exactly on the reference data set line.  However, the actual error is greater in the second figure is not zero.  If the vertex density of the digitized line segment were greater, the data steward would pick up the error in the positional accuracy calculations.

There is no guidance that will cover all cases, such as how many segments to divide the line segment into to capture any error.  The Data Standard Subcommittee has tested the divide feature in ArcCatalog to test different vertex densities with no definitive results.  The Data Standards Subcommittee has decided not to recommend a specific vertex density for comparison. 

The Data Subcommittee can provide this guidance.  It is up the data steward to decide if a line segment needs to be divided.  If so, then add a vertex so that the maximum error with the reference line will be calculated.  Then add this point to sample population in Step 4, and calculate the positional accuracy.  If you have to create errors for many line segments (more than 25 but less than 100), then use the points you created with the maximum errors as your sample population.  If you have to create errors for more than 100 line segments, then use the points you created as the starting population and select your sample from it.
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