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Overview

The purpose of this document is to establish guidelines for DWR data stewards to use in complying with positional accuracy standard requirements of the Department’s Spatial Data Standards.  Stewards shall be responsible for determining, knowing, and updating the accuracies of the datasets they are stewarding.  

The Department’s spatial data standards require that a data steward include a statement of positional accuracy in the metadata for Enterprise spatial datasets.  It should be emphasized that the Department’s Spatial Data Standards do not require an actual standard positional accuracy to be achieved (e.g. “90% of points within 25 feet of true locations”), rather, that they specifically require simply that a statement be included with the data, and that the statement is based upon some sound foundation, such as a positional accuracy analysis.  

It should also be emphasized that the method for conducting a positional accuracy analysis is itself not standardized.  The methods used in conducting a positional accuracy analysis are ultimately determined by the data steward, and should be based upon the data steward’s good judgment about what is appropriate for each dataset.  This document will provide suggestions on potential alternative methods that may be used to calculate positional accuracy.  But to clearly reinforce, the potential alternative methods described in this document are guidelines, and are not specific requirements.   

The Enterprise GIS Committee recommends that, whenever possible, the data steward be the person responsible for creating the spatial data.  In cases where multiple people have helped create the data, then the Enterprise GIS Committee recommends the data creators be sub-stewards, all coordinating with a single data steward.  There will also be cases where licensed land surveyors or outside DWR contractors need to be included in developing or verifying the positional accuracy statement, and such cases are discussed below.


The Positional Accuracy Statement

The Department’s Spatial Data Standards require that a horizontal (and, if appropriate, vertical) positional accuracy statement be included in the metadata for official DWR enterprise datasets.  Ideally, a positional accuracy statement has the following sample format:

Positional Accuracy: Determined to be ABC.D meters horizontal accuracy at EF% confidence level as determined by a test comparison with ***.

Where,

ABC.D = numerical distance error, given in meters, between the subject dataset and a baseline true real world location
EF = a percentage of the points in the subject dataset which achieve an error equal to or less than the stated amount
*** = the technical basis, dataset, or reference baseline used as, in effect, the true real world locations the positional accuracies are calculated according to

Examples of positional accuracy statements that satisfy the DWR Spatial Data Standards include:

Determined to be 19.6 meters horizontal accuracy at 95% confidence level by comparison with 2005 NAIP imagery.

Determined to be .67 meters horizontal accuracy, determined at one sigma, and to 1.2 meters vertical NSSDA accuracy at 95% confidence level, by a comparison with geodetic first order control, and using NSSDA accuracy calculation techniques. 

Determined to be 116.99 meters horizontal accuracy at 90% confidence level as per land surveyor expert opinion.

As one can see, the actual contents of a positional accuracy statement can vary somewhat, as long as the statement includes: a) the distance error units (given in meters) b) a statistical measure/confidence of that stated error, and c) the basis for how the comparison was determined.

In addition, the Enterprise GIS Committee recommends that the data steward include a narrative statement about the methodology used to calculation the positional accuracy.  If a comparison table is developed (discussed below), that may also be included.  Providing any and all supplemental information about how the positional accuracy statement was generated is always encouraged.

The data steward should enter the horizontal positional accuracy statement in Field 2.4.1.1[footnoteRef:1] of the metadata, the value of the horizontal accuracy dataset (e.g. “13.6” meters) in Field 2.4.1.2.1, and a description of the comparison methodology in Field 2.4.1.2.2.  [1:  The fields for positional accuracy section of the FGDC standards are presented in Appendix A.] 


Throughout this document, references will be made to positional accuracy.  Positional accuracy includes both horizontal and vertical positional accuracy.  The Department’s metadata standards have fields for both horizontal and vertical elements.  The horizontal elements are mandatory while the vertical elements are conditional.  


Verifying Accuracy Statements

California law may require verification of the positional accuracy statement for some datasets.  Therefore, the first step any data steward should take is to ascertain whether or not verification is legally required for a subject dataset.  Datasets that may require verification of positional accuracy statements are of specific types or applications.  The types and applications are described by the California Business and Professional Code, Sections 8700 – 8805 (The Professional Land Surveyor’s Act, which authorizes professional land surveyors to render statements regarding the accuracy of maps or measured data) and Sections 6700 - 6799 (The Professional Engineer’s Act, which permits professional civil engineers to make statements regarding the accuracy of maps or measured data).  Specific sections articulating authorities include Sections 8726 and 6731, which are included in this document as Appendix B and C, respectively. Either of these two professions may review and verify positional accuracy statements in the stipulated cases.  

If you as the data steward are not sure if the spatial dataset needs licensed land surveyor or engineer review and approval, then you can ask the Enterprise GIS Committee.  The Enterprise GIS Committee will ascertain whether verification is legally required before the data is promoted to enterprise status.  However, it is best to determine this beforehand to avoid wasting time and effort.

If the dataset does not require verification, the steward may proceed with developing a positional accuracy statement, described below.  If the dataset does require verification, or if the data steward determines for some other reason that they would like licensed land surveyor or engineer review and approval of the positional accuracy statement, the data steward has two choices.  One, the data steward can conduct all of the necessary background work (generally including conducting a positional accuracy assessment), draft the positional accuracy statement, and then give the draft statement and background materials to the licensed professional for their review, feedback, and (if sufficient) approval.  The other alternative is to simply hire a licensed land surveyor or engineer to perform the positional accuracy assessment, give them any of the relevant data to conduct their analysis, and then the licensed professional develops the positional accuracy statement.  

The preferred approach of the Enterprise GIS Committee is the first alternative, where the data steward conducts the positional accuracy assessment and develops the positional accuracy statement.  The first alternative reduces the workload for the Department’s professional surveyors or engineers spent in verifying the positional accuracy statements, and conducting the positional accuracy assessment and drafting the statement increases the subject matter expertise of the data steward.  However, the Enterprise GIS Committee recognizes that there could be cases where it is simply more appropriate for the licensed professionals to perform all of the positional accuracy statement tasks directly.

If a licensed professional is required to verify the positional accuracy statement, it is a good idea to consult with them prior to performing the positional accuracy assessment.  However, one of the purposes of this document is to provide methodologies that data stewards can use and know that professional land surveyors and engineers generally approve of.  


Alternative Methods for Conducting a Positional Accuracy Assessment

There is no single way to conduct a positional accuracy assessment.  Below, several alternatives will be described.  Ultimately, it is up to the data steward to decide which of the below are appropriate, or to use another method not listed here if the situation merits that.  If the data steward is unable to select an appropriate method, they may consult the GIS Enterprise Committee for technical assistance.  

In general, there are two types of approaches:

	Judgment -> Standard-of-Practice conventions
	Analytic -> Comparative methods

In effect, the two basic approaches are either basing the positional accuracy error amount off of some conventionally-accepted accuracy for specific practiced data generation methods, or they are determined by doing a quantitative comparison between the subject dataset and a reference dataset that defines real world positions accurately (or at least of a known accuracy).  

Standard-of-Practice Methods

Standard-of-practice methods utilize industry common knowledge, professional judgment, and theoretical equipment/processing capabilities in determining a positional accuracy.  There may be more than the three methods listed here, but these all essentially rely on qualitative judgment to render a quantitative number.  This will be in contrast to the comparative methods discussed afterwards, which utilize an explicitly quantitative analysis approach.

Method 1: Conventional “Knowledge” of method accuracy.

In some cases, data development techniques have led to industry standards where professionals may “know” that a certain technique generates data of an industry-accepted accuracy level, but where it is not readily quantifiable.  Examples of this include some land surveyor-conducted boundary surveys, where the surveyor may be able to give a stated accuracy, but does not precisely define all the elements that influence the statement.  In such a case, since the land surveyor (as part of using an accepted “standard of care” in the practice of land surveying) is accustomed to making statements on positional accuracy, and accepts responsibility for the validity of the positional accuracy statement as a matter of professional practice.  

Positional accuracy statements may also be developed by non-licensed professionals in appropriate cases, where again a precise number may not be known, but where professional judgment can be used to estimate a valid error estimate.  One example could be, say, the error of a groundwater basin boundary.  It would be extremely difficult to determine a precise error amount, but a groundwater basin expert might be able to make a statement to the effect that the error of the basin boundaries is probably something like 10 miles.  In effect, the error estimate would be based in such a case from professional judgment.


Method 2: Using a technology tool (e.g. GPS) where the methods are consistent enough and produce an accuracy that has been well-established, depending on equipment and technique.

Spatial data generation using more modern technologies can facilitate creation of positional accuracy statements that are based upon a sound foundation because the techniques have been well-studied and the technologies make consistency feasible.  Two examples of this would include ground based-LIDAR and GPS.  While different equipment, survey approaches, control techniques, and post-processing methods can and does lead to different positional accuracies, the effects of the various parameters on positional accuracy are generally well-known and may be used by the data steward to create statements.  

If you use devices to create the spatial data, then the manual and related documentation on the device will provide some of the necessary information for the theoretical horizontal accuracy of the raw survey data.  The survey technique used by the device to find the location, the quality of any control utilized, the device operating parameters, post-processing techniques, and any other relevant material should be collected and included into a brief summary that documents the background information used to develop the positional accuracy.  As an example, for GPS, is the survey kinematic, or static, is it rapid or slow, how much control was used, how good was the control that was used, what mode was the device operated in (autonomous, WAAS, code-corrected or phase-corrected), an estimate of the geometric dilution of position, how corrections were conducted, etc. may all be included.  The data steward should include all of this information in Section 2.4.1.2.2 of the metadata.

It is not realistic to list all of the possible combinations of variables in a device-based survey and accuracies here.  Data stewards should consult equipment manufacturers, land surveyors, other professionals, and their own experience in determining the accuracy of spatial data produced from device-based surveys they are conducting.  

One note about GPS device errors stated by equipment manufacturers: the documentation for GPS units often reports the accuracy of the measurement for one standard deviation of the error, or a confidence level of 68%.  In such cases, the data steward can make a positional accuracy statement similar to the following:

Determined 10.6 meters horizontal accuracy at 68% confidence level as established using real-time kinematic GPS.

If the spatial dataset was created using multiple different devices/techniques, then the Enterprise GIS Committee recommends that one of the attribute fields of your dataset be the accuracy of the device/techniques used to generate the record location.  The data steward should use the largest error from all the devices for the horizontal positional accuracy statistic (Field 2.4.1.1) and the horizontal positional accuracy value (Section 2.4.1.2.1).

Method 3: Using the minimum mapping unit or precision of digitizing basis as surrogate of error.

In some cases, particularly for data digitized at an extremely coarse scale, the positional accuracy of a spatial dataset will be largely determined by the mapping scale, minimum mapping unit, or reference system used for creating the positions.  

For example, points may be referenced where the only given locations are according to the township, range, and section public lands survey system.  In such cases, a data creator might use the section centroids, but in this case, the point locations can never, in effect, be considered any more accurate than the distance between the centroid and the farthest corner of the rectangular section the centroids are referenced to.  Let us pretend the centroid positions were generated using an automated function in GIS.  If a section centroid method is used, the error from the true real location will be related to the size of the section, and will therefore be within ~800 meters of the digitized centroid point.  

The actual error is a sum of the error caused by the minimum mapping unit or scale, plus an additional error encountered between the true locations of the reference lines/points with the digitized vertex (i.e. “digitizing error”).  To use an example, pretend someone digitized a line off a 1:100000 scale map, and that the theoretical best accuracy achievable due to line thickness is 50 meters.  There will be some additional error due to digitization errors, but in theory this digitizing error can be much less than 50 meters.  If the error is much less than 50 meters, the additional compounded error may be small enough to be considered insignificant and so it may be ignored.  Of course, the data steward should assess digitizing error, and if the supplemental digitizing error is large enough, this may need to be separately evaluated (presumably using a comparative method, described below) and added to the mapping scale/unit error.

As an example, consider a roads dataset digitized off a 100000:1 map with a line thickness where the theoretical accuracy of the roads in the source map is no better than 50 meters.  The data steward determines, after inspection, that the creator of that data did a poor job in tracing the road lines off the map, that the digitizing error is large, and needs to be separately evaluated (using a comparative technique described below).  Let’s presume the steward determines the digitizing error to have been 100 meters.  The resulting error is additive…it is 150 meters (100 meters digitizing error plus 50 meters scale/unit error).  

By contrast, consider our township/range/section centroid points discussed previously.  In that case, the data steward inspects the dataset, and finds that (presumably since the process was automated) the GIS did a seemingly perfect job locating the centroids and that any errors in that process are so small compared to the fact that it is a section centroid being used to locate the positions.  Since additional digitizing errors are insignificant compared to the use of the centroid method and the errors in the parent PLSS dataset, additional digitizing errors may be ignored in this case.  In this case, if one can consider it acceptable to ignore digitizing error, the accuracy may simply be reported based off the scale/unit precision (i.e. ~800 meters as above) plus any known error in the PLSS dataset used to create the centroid locations.

Comparative Methods

Comparative methods involve explicit calculation of positional accuracy by comparing point/vertex locations of the subject dataset and reference points which are either assumed to be correct or where the accuracy of the reference points is well-established.  The techniques can be used for vector or raster data, and the reference data can be either other vector data, other raster data, or some other source of independent control or quality assessment points.  However, in all cases, the principle is more or less the same.  The distances between points that supposedly represent identical or spatially related features are tabulated, and an error is then calculated at some level of statistical significance.  


DWR’s guidelines for calculating positional accuracy using comparative techniques are based on federal guidelines, but are not fully compliant with them.  The DWR requirements are not as thorough.  The Enterprise GIS Committee certainly encourages full compliance with federal guidelines, but it is not required for enterprise datasets.  More thorough documentation on federal guidelines for calculating positional accuracy may be found here: http://www.fgdc.gov/standards/projects/FGDC-standards-projects/accuracy/part3/chapter3.

Method 4: Comparative method using control points or a set of quality assessment points.

A standard method for determining positional accuracy involves comparing the locations of vertices in the subject dataset to reference control points or quality assessment check points (hereafter “reference points”).  Reference points may be of many different types, and can include geodetic control, other project survey control, GPSed ground control points, aerial photography control crosses, LIDAR survey QA/QC points, or any other ground truth points where an accurate survey has been performed.  The critical attribute the reference points require is that they need to be of high, consistent, and known quality.  The positional accuracy of the reference points should, in theory, be of higher quality than the subject dataset test points.  

The control points are generally provided as x,y data (and, if appropriate, z data) in tabular format.  

The calculation approach is simple.  Tabulate distance offsets, which are considered to be errors, between the reference points and nearest vertex/point locations in the subject dataset.  Errors may be determined by spreadsheet calculation, manually, or by some other measurement method.  Errors are then fed into formulas used to calculate positional accuracy.  Pages 13 and 14 of the above referenced federal guidelines provide the formulas for calculating the positional accuracy.  

Method 5: Comparative method using a reference spatial dataset.  This is the comparative method most preferred by the Enterprise GIS Committee.

Method 5 is fundamentally the same as Method 4, with one key difference.  The primary difference between Method 4 and Method 5 is that in Method 4, the control points are not stored explicitly as geospatial data which are displayed in GIS, whereas in Method 5 the reference data are explicitly geospatial.  As a consequence, additional tools within GIS may be useable to facilitate the positional accuracy assessment, and to enhance interpretation of the quality of the assessment itself.

The premise of Method 5 is the same, in that a reference dataset of known, high, and consistent quality is used to serve as the basis for a comparison to the subject dataset.  In fact, ground control point data types cited in Method 4 may be converted into geospatial format and used in the same manner in Method 5.  However, Method 5 also opens up the possibility to use other data sources to serve as the reference data.  In theory, any spatial dataset of known, high, and consistent quality may be used, but the most likely types of data that will serve as a reference dataset include:

· Digitial orthophotography
· Quad maps
· Other scanned basemaps
· Ground control point surveys (as discussed in Method 4)
· LIDAR surveys
· High quality vector surveys, for example, GPS-based road centerlines  

The error estimation may be conducted using whatever GIS tool the data stewards choose, including measurement tools.  The calculations are the same, as above in Method 4.  However, the Enterprise GIS Committee strongly recommends use of the Positional Accuracy Assessment Tool (hereafter “PAAT”) included with the ESRI Data Reviewer extension.  Data Reviewer is free to all DWR staff as part of the Department’s site license, it is fairly easy to learn how to use, and it produces positional accuracy assessments in a fairly simple manner, as well as additional output assessment products that expand the Department’s ability to QA/QC official DWR enterprise spatial data.  The PAAT will assist in choosing points to feed into the positional accuracy assessment process, assist in the measurement steps, and perform the error computations at user-specified statistical confidences.  

A specific step-by-step illustration of using the PAAT is included as Appendix D.

Note that the parameters and options included in the illustrations in Appendix D are suggestions, not requirements.  Data stewards may vary the PAAT dialog box inputs if they have cause.  In any case, ideally data stewards will record all inputs to the dialogs and attach the information to the positional accuracy assessment documentation.

There are a couple of important items to note about using the PAAT.  One, how you choose these points (vertices), which points (vertices) you choose, and how many points (vertices) you choose will affect your calculations of accuracy.  You should use judgment in assessing when the assessment has been conducted to a degree and in a manner that produces a reliable result.  It may be a good idea to share the accuracy assessment output products with the independent QA/QC reviewer.  

Two, when conducting an assessment that involves a polygon or polyline, it will be noted that the error calculation is actually done to the nearest vertex, and not to the lines themselves.  This may or may not result in a realistic estimate of the positional accuracy.  To illustrate why, consider a dataset where the reference dataset is a file of lines of latitude.  Presume that it is a nationwide database, and that each line of latitude was created with only two points, one in the Atlantic Ocean, and the other in the Pacific Ocean.  If one were using that as the reference dataset, the points being compared would obviously be thousands of miles away from where the line of latitude being used to compare to actually runs nearest the point in the subject dataset.  This is obviously an extreme case, but it illustrates an issue that bears paying attention to by data stewards using the PAAT.  

One solution to this, if it is determined to be a problem, is to densify the vertices in the reference dataset, to produce a closer point-of-comparison for use with the PAAT session only (not for other mapping purposes).  There may be cases where it is *not* appropriate to use vertex densification, because this would be “creating” an accuracy or a precision that does not actually exist.  It should be understand that the goal of vertex densification is not to actually improve the perceived spatial resolution of the reference dataset.  Rather, it is to create points that can be used for approximations of real perpendicular offsets to lines to compensate for the fact that the PAAT’s use of a nearest vertex comparison may be wholly inappropriate in some cases.  Below is an illustration:  

[image: ]

In some cases, a dataset may simply be inappropriate to be used as a reference because the vertices are not adequately dense, and densification may for some reason be inappropriate.  The Enterprise GIS Committee cannot yet standardize this matter, as it can be envisioned that there could be many very different cases.  It is up to the data stewards to make a case-by-case determination of whether the effect of the fact that the PAAT calculates the errors to the vertices rather than the lines themselves is significant, and to make modifications if necessary.

The data steward should retain copies of the output tables and check point shapefiles used in developing the positional accuracy assessment results.  These should be included with the rest of the documentation for the dataset.  It is helpful, but not mandatory, to put any parameters/selections/methods entered in the PAAT dialog boxes into the metadata.  

Method 6: Datasets with combinations of creation methods, accuracy levels, or other spatial variances.  

Some datasets may have been developed with various different combinations of data creation methods.  Or, similarly, data in one portion of a dataset may have been produced at a different level of positional accuracy than data in another part of a coverage area.  As an example, consider a mosaic of data from various counties, where some counties may have produced very high quality data, and other counties are of lower quality data.  

In combination-type datasets, the data steward has two primary choices.  The data steward can conduct the positional accuracy assessment for the entire dataset as a whole, in effect blind to the differing contributions.  Or, the data steward can atomically assess the positional accuracies of the individual unique sub-elements of the dataset, and report each of these in the final metadata.  If the data steward chooses the latter atomic method, and can assign different positional accuracies to the different creation methods, the Enterprise GIS Committee recommends that one of the attributes in your spatial dataset be the feature-specific positional accuracy.  The data steward can then describe each of the positional accuracies and how they were arrived at in the Entity and Attribute description of the metadata (Section 3).  The data steward would enter the maximum value in Field 2.4.1.2.1.

The choice to be used for combination-type datasets is not proscribed by the DWR Spatial Data Standards.  The data steward may choose which approach to utilize, so long as it is clear which choice was made in the metadata.  In this manner, end-users will understand what exactly the positional accuracy statement applies to.


Selecting Which Method Should Be Used

Selecting the appropriate method from the alternatives listed above is the responsibility of the data steward.  In some cases, only one alternative will be available to the steward, in which case the choice is clear by default.  However, in other cases, more than one option may be available to a data steward.  While the DWR Data Standards do not stipulate any specific method, it is expected that the data steward will make the appropriate choice if numerous alternatives are available.

As a general rule, for new datasets being created from scratch, it is typically preferable to use a Standard-of-Practice method over a comparative method because this generally assumes some knowledge and expectation are established for the accuracy of a dataset BEFORE the effort of developing the dataset occurs.  Methods 1 and 2 are the ideal choices of methods available.  Method 1, in particular, is the most preferred method, because this involves the legal robustness only a surveyor’s statement can provide.  

In some cases, a Standard-of-Practice method may be used, but supported by an auxiliary comparative analysis to verify the data products are achieving the desired/expected quality.  In such cases, the Standard-of-Practice method will be the governing method.  The comparative method is simply being used for verification.

In many cases, a Standard-of-Practice method will not be available.  Cases where such a situation exists include existing datasets, datasets undergoing systematic upgrades, datasets that do not require surveyor statements of accuracy, or other cases where data are being created without the involvement of a surveyor or the technology and techniques are not adequately able to provide precise definitions of the positional accuracy.  In such cases, comparative methods are the alternative to be used by DWR data stewards in calculating positional accuracy.  While there is an element of labor involved, use of a comparative method can lend unique insight to the data steward about the dataset quality due to the hands-on experience in working with the dataset.

As previously discussed, Method 5 is generally the preferred approach if a comparative method is to be used.

Cases Where Positional Accuracy Cannot Be Determined or Is Not Relevant

There may be cases where determination of positional accuracy is either impossible to determine or does not apply.  Examples would include, among many others, some model schematic networks, data indicating historical locations of events/features that no longer exist, abstract/conceptual data, and data of projected future changes.  In such cases, data stewards will determine that the positional accuracy is “not applicable” and develop the positional accuracy statement correspondingly.  

Accumulative Error

Once the positional accuracy assessment has been conducted, using any of the above methods, it is time to determine the final total error that will be incorporated into the positional accuracy statement.  There are potentially numerous errors that may need to be added together.  Errors include errors inherent in the subject dataset as well as the error of the reference dataset, if applicable.  The error of the reference dataset needs to be included in the calculation of total error, because this amounts to uncertainty in the accuracy of the reference dataset to real-world locations.

Total error that gets cited as the positional accuracy depends on which Positional Accuracy Assessment Method was used.  As a guideline, in accordance with Methods as described above, total errors are as follows:

Positional Accuracy Assessment Method		Total Error				
1 As stated by judgment
2 As stated based on equipment and technique
3 Scale/Mapping unit error + digitizing error
4 Result of positional accuracy assessment + error of reference data source
5 Result of positional accuracy assessment + error of reference spatial data source
6 Worst error for subset of dataset or individually reported errors for subsets of data + error of reference data source, if applicable

Developing Positional Accuracy Statement

To refresh, the positional accuracy statement should read as follows:

Positional Accuracy: Tested to ABC.D meters horizontal accuracy at EF% confidence level as determined by a comparison with ***.

Where,

ABC.D = numerical distance error, given in meters, between the subject dataset and a baseline true real world location
EF = a percentage of the points in the subject dataset which achieve an error equal to or less than the stated amount
*** = the technical basis, dataset, or reference baseline used as, in effect, the true real world locations the positional accuracies are calculated according to

Specific numbers and descriptions for the components of the positional accuracy statement can be utilized from the above techniques.  It is helpful, but not required, to follow the positional accuracy statement with a sentence about which Positional Accuracy Assessment Method was used to develop the statement.  Note that not in all cases will all components be completed.  If anything is absent, it needs to be noted as “not applicable”.  

Additional Issues for Positional Accuracy Statements for Raster Data

Imagery

ASPRS Accuracy Standards for Large-Scale Maps (ASPRS, 1990) is the most commonly applied standard for orthoimagery and derivative topographic maps and terrain models of scales 1:20,000 or larger. Major features of these standards are they indicate accuracy at ground scale, provide definitive statistical map testing criteria, prescribe three map accuracy classifications, and recommend procedures for compliance testing. 

Another excellent reference is the U.S. Army Corps of Engineers Manual No. 1110-1-1000, Photogrammetric Mapping (USACE, 2002) which presents procedural guidance, technical specifications, and quality control criteria for performing photogrammetric mapping. Its stated purpose is to assure that geospatial data developed from photogrammetric methods meet well defined accuracy standards appropriate to the intend use of that data.

LIDAR Data
When LIDAR data is presented, the industry convention is to report the horizontal accuracy in the following sample format:

	Horizontal accuracy 0.3 meters, 1 sigma

and the vertical accuracy is reported in the following sample format:

	Vertical Accuracy 95% at 18.5 cm, and 90% at 15 cm

Using the above as an example, the data steward should put “0.3 meters, 1 sigma” in Field 2.4.1.1 of the metadata, the value of the horizontal accuracy dataset (0.3 meters) in Field 2.4.1.2.1, and a description of the methodology in Field 2.4.1.2.2.  In general, the methodology would be “Root-Mean-Square Error” for LIDAR data.

ASPRS Guidelines, Vertical Accuracy Reporting for LiDAR Data (ASPRS, 2004) identifies recommended vertical reporting requirements for elevation data generated using LiDAR technology.  These guidelines include a table showing equivalent NSSDA accuracy values for NMAS error thresholds associated with common contour intervals, and these tabular values are recommend for use in specifying vertical accuracy requirements for LiDAR data used to generate mapping products that meet the corresponding NMAS standard. 	


Cases Where Positional Accuracy Assessment or Statement Is Developed by Someone Other Than Data Steward

In some cases, someone other than the data steward may have developed the positional accuracy statement.  If a sub-steward, DWR contractor, outside agency staff, or anyone else has developed the positional accuracy statement, the data steward should review the submittal and the statement, and determine the veracity of the statement.  The data steward should also consider whether a submitted positional accuracy statement requires verification by a licensed land surveyor or engineer.


[bookmark: _Appendix_A._][bookmark: Appendix_A]Appendix A.  Section 2.4 of FGDC Metadata Standards

The Federal Geographic Data Committee (FGDC) metadata standard elements related to horizontal positional accuracy are presented in Table 1. 

Table 1.  Metadata Elements Relating to Horizontal Positional Accuracy[footnoteRef:2] [2:  DWR Spatial Data Standards.  California Department of Water Resources.  2010.  Table 4.] 


	Field
	Field Name
	DWR’s Standard
	Description

	2.4
	Positional Accuracy  
	Mandatory Compound

Contains Element 2.4.1 and Element 2.4.2.

	An assessment of the accuracy of the positions of spatial objects.

	2.4.1
	Horizontal Positional Accuracy  
	Mandatory Compound

Contains Element 2.4.1.1 and Element 2.4.1.2.

	An estimate of accuracy of the horizontal positions of the spatial objects.

	2.4.1.1
	Horizontal Positional Accuracy Report  

	Mandatory Free Text

	An explanation of the accuracy of the horizontal coordinate measurements and a description of the tests used.

	2.4.1.2
	Quantitative Horizontal Positional Accuracy Assessment  
	Mandatory Compound

Contains Element 2.4.1.2.1 and Element 2.4.1.2.2.

	Identification of the test that yielded the Horizontal Positional Accuracy Value.

	2.4.1.2.1
	Horizontal Positional Accuracy Value  

	Mandatory Real Number

	An estimate of the accuracy of the horizontal coordinate measurements in the dataset expressed in (ground) meters.

	[bookmark: Metadata_horizpae]2.4.1.2.2
	Horizontal Positional Accuracy Explanation 
 
	Mandatory Free Text
	The identification of the test that yielded the Horizontal Positional Accuracy Value.

	2.4.2
	Vertical Positional Accuracy  
	Conditional Compound

Contains Element 2.4.2.1 and Element 2.4.2.2.

	An estimate of accuracy of the vertical positions in the dataset.

	[bookmark: Metadata_vertaccr]2.4.2.1
	Vertical Positional Accuracy Report  

	Mandatory Free Text
	An explanation of the accuracy of the vertical coordinate measurements and a description of the tests used.

	2.4.2.2
	Quantitative Vertical Positional Accuracy Assessment  
	Conditional Compound

Contains Element 2.4.2.2.1 and Element 2.4.2.2.2.

	Numeric value assigned to summarize the accuracy of vertical coordinate measurements and the identification of the test that yielded the value.

	[bookmark: Metadata_vertaccv]2.4.2.2.1
	Vertical Positional Accuracy Value  
	If Element 2.4.2.2 is included, Mandatory
	An estimate of the accuracy of the vertical coordinate measurements in the dataset expressed in (ground) meters.


	[bookmark: Metadata_vertacce]2.4.2.2.2
	Vertical Positional Accuracy Explanation  
	If Element 2.4.2.2 is included, Mandatory Free Text
	The identification of the test that yielded the Vertical Positional Accuracy Value.  






	Field 2.4.1.1	Horizontal Positional Accuracy Report as text.
Field 2.4.1.2.1	Horizontal Positional Accuracy Value as a real number.
Field 2.4.1.2.2	Horizontal Positional Accuracy Explanation as text.





[bookmark: _Appendix_B._]Appendix B.  Professional Land Surveyor Act

California Business and Professional Code, Sections 8700 – 8805 (The Professional Land Surveyor’s Act) defines the practice of land surveying and the requirements for licensure.  Section 8726 (n) specifically requires that statements regarding accuracy of maps or data prepared or furnished in connection with the functions described in the previous portions of said section be rendered by, or under the direct supervision of, a person authorized to practice land surveying, i.e. professional land surveyor.  According to the statutes, data used to determine the configuration of the earth’s surface, location of fixed works, or property boundaries (including easements) are included within this requirement regardless of the instrumentation, methods, or procedures employed.  Neither is the level of accuracy or the sensitive nature of the information a criteria for determining the need for licensure.

8726. Land surveying defined
A person, including any person employed by the state or by a city, county, or city and county within the state, practices land surveying within the meaning of this chapter who, either in a public or private capacity, does or offers to do any one or more of the following:
(a)	Locates, relocates, establishes, reestablishes, or retraces the alignment or elevation for any of the fixed works embraced within the practice of civil engineering, as described in Section 6731.
(b)	Determines the configuration or contour of the earth’s surface, or the position of fixed objects above, on, or below the surface of the earth by applying the principles of mathematics or photogrammetry.
(c)	Locates, relocates, establishes, reestablishes, or retraces any property line or boundary of any parcel of land, right-of-way, easement, or alignment of those lines or boundaries.
(d)	Makes any survey for the subdivision or resubdivision of any tract of land.  For the purposes of this subdivision, the term “subdivision” or “resubdivision” shall be defined to include, but not limited to, the definition in the Subdivision Map Act (Division 2 (commencing with Section 66410) of Title 7 of the Government Code) or the Subdivided Lands Law (Chapter 1 (commencing with Section 11000) of Part 2 of Division 4 of this Code).
(e)	By the use of the principles of land surveying determines the position for any monument or reference point which marks a property line, boundary, or corner, or sets, resets, or replaces any such monument or reference point.
(f)	Geodetic or cadastral surveying.  As used in this chapter, geodetic surveying means performing surveys, in which account is taken of the figure and size of the earth to determine or predetermine the horizontal or vertical positions of fixed objects thereon or related thereto, geodetic control points, monuments, or stations for use in the practice of land surveying or for stating the position of fixed objects, geodetic control points, monuments, or stations by California Coordinate System coordinates.
(g)	Determines the information shown or to be shown on any map or document prepared or furnished in connection with any one or more of the functions described in subdivisions (a), (b), (c), (d), (e), and (f).
(h)	Indicates, in any capacity or in any manner, by the use of the title “land surveyor” or by any other title or by any other representation that he or she practices or offers to practice land surveying in any of its branches.
(i)	Procures or offers to procure land surveying work for himself, herself, or others.
(j)	Manages, or conducts as manager, proprietor, or agent, any place of business from which land surveying work is solicited, performed or practiced.
(k)	Coordinates the work of professional, technical, or special consultants in connection with the activities authorized by this chapter.
(l)	Determines the information shown or to be shown within the description of any deed, trust deed, or other title document prepared for the purpose of describing the limit of real property in connection with any one or more of the functions described in subdivisions (a)	to (f), inclusive.
(m)	Creates, prepares, or modifies electronic or computerized data in the performance of the activities described in subdivisions (a), (b), (c), (d), (e), (f), (k)	and (l).
(n)	Renders a statement regarding the accuracy of maps or measured survey data.
Any department or agency of the state or any city, county, or city and county that has an unregistered person in responsible charge of land surveying work on January 1, 1986, shall be exempt from the requirement that the person be licensed as a land surveyor until such time as the person currently in responsible charge is replaced.

The review, approval, or examination by a governmental entity of documents prepared or performed pursuant to this section shall be done by, or under the direct supervision of, a person authorized to practice land surveying.




Appendix C.  Professional Engineer’s Act

6730.  
In order to safeguard life, health, property and public welfare, any person, either in a public or private capacity, except as in this chapter specifically excepted, who practices, or offers to practice, civil engineering, electrical engineering or mechanical engineering, in any of its branches in this state, including any person employed by the State of California, or any city, county, or city and county, who practices engineering, shall submit evidence that he or she is qualified to practice, and shall be licensed accordingly as a civil engineer, electrical engineer or mechanical engineer by the board. 


6730.2.  
It is the intent of the Legislature that the registration requirements that are imposed upon private sector professional engineers and engineering partnerships, firms, or corporations shall be imposed upon the state and any city, county, or city and county that shall adhere to those requirements. Therefore, for the purposes of Section 6730 and this chapter, at least one registered engineer shall be designated the person in responsible charge of professional engineering work for each branch of professional engineering practiced in any department or agency of the state, city, county, or city and county.

Any department or agency of the state or any city, county, or city and county which has an unregistered person in responsible charge of engineering work on January 1, 1985, shall be exempt from this requirement until that time as the person currently in responsible charge is replaced.


6731.  
Civil engineering embraces the following studies or activities in connection with fixed works for irrigation, drainage, waterpower, water supply, flood control, inland waterways, harbors, municipal improvements, railroads, highways, tunnels, airports and airways, purification of water, sewerage, refuse disposal, foundations, grading, framed and homogeneous structures, buildings, or bridges:

(a)	The economics of, the use and design of, materials of construction and the determination of their physical qualities.
(b)	The supervision of the construction of engineering structures.
(c)	The investigation of the laws, phenomena and forces of nature.
(d)	Appraisals or valuations.
(e)	The preparation or submission of designs, plans and specifications and engineering reports.
(f)	Coordination of the work of professional, technical, or special consultants.
(g)	Creation, preparation, or modification of electronic or computerized data in the performance of the activities described in subdivisions (a) through (f).

Civil engineering also includes city and regional planning insofar as any of the above features are concerned therein.

Civil engineers registered prior to January 1, 1982, shall be authorized to practice all land surveying as defined in Chapter 15 (commencing with Section 8700) of Division 3.


6731.1.
Civil engineering also includes the practice or offer to practice, either in a public or private capacity, all of the following:

(a)	Locates, relocates, establishes, reestablishes, or retraces the alignment or elevation for any of the fixed works embraced within the practice of civil engineering, as described in Section 6731.
(b)	Determines the configuration or contour of the earth's surface or the position of fixed objects above, on, or below the surface of earth by applying the principles of trigonometry or photogrammetry.
(c)	Creates, prepares, or modifies electronic or computerized data in the performance of the activities described in subdivisions (a) and (b).
(d)	Renders a statement regarding the accuracy of maps or measured survey data pursuant to subdivisions (a), (b), and (c).


6731.2.
Any registered civil engineer may offer to practice, procure, and offer to procure, land surveying work incidental to his or her civil engineering practice, even though he or she is not authorized to perform that work, provided all the land surveying work is performed by, or under the direction of, a licensed land surveyor or registered civil engineer authorized to practice land surveying.  Further, any registered civil engineer may manage or conduct as manager, proprietor, or agent, a civil engineering practice which offers to practice, procure, and offers to procure, such incidental land surveying work.


6731.3.
A registered civil engineer may also practice or offer to practice, either in a public or private capacity, construction project management services, including, but not limited to, construction project design review and evaluation, construction mobilization and supervision, bid evaluation, project scheduling, cost-benefit analysis, claims review and negotiation, and general management and administration of a construction project.

http://leginfo.ca.gov/cgi-bin/waisgate?WAISdocID=90319916615+0+0+0&WAISaction=retrieve

Appendix D.  Step-by-step guide illustrating how to use Positional Accuracy Assessment Tool

The Positional Accuracy Assessment Tool (PAAT) is a part of the Data Reviewer extension which comes standard as part of DWR’s site license agreement with ESRI.  The tool is useful for positional accuracy assessments.  In effect, a subject dataset to be tested is compared against a reference dataset.  The PAAT will assist in conducting the assessment, and then output as numeric values, tables, and shapefiles is created.  Various dialog boxes will guide you through the process, as illustrated below.  The user is, of course, free to deviate from the recommended choices illustrated below, so long as cause exists and whatever steps are taken/parameters chosen are included in the documentation.  However, users may follow the exact steps shown below (using, of course, their datasets rather than the samples), and generally be considered to be conducting an assessment in compliance with DWR’s Spatial Data Standards.

The tool assumes you have already installed the Data Reviewer extension.  The extension is free but does require an installation separate from the DWR standard ArcGIS software installation.

Before we go into the exact step-by-step procedure, a couple of items need to be understood.  In concept, almost any type of dataset could serve as the reference dataset.  A reference dataset can be a point dataset, a line dataset, a polygon dataset, raster/imagery data, or LIDAR data.  As stated above in the main document text, the critical attribute the reference dataset requires is that it needs to be of high, consistent, and known quality.  Below, we will illustrate two types of assessments, specifically, one using vector lines as a reference dataset, and the other using raster imagery as the reference dataset.  But - it must be underscored - the other types are perfectly acceptable if the case suits it.  The procedure is the same as shown below, so the below should adequately illustrate for any assessment reference dataset type.  This being said, there are specific combinations of subject and reference datasets that must be used.  Valid combinations include (subject with reference set, respectively):

· Vector feature class with vector feature class
· Vector feature class with raster
· Raster with non-DEM raster
· Point feature class with DEM raster or TIN

Second, consideration needs to be given to whether or not the entire dataset is sampled, or whether a sub-set is taken.  Below, we will illustrate both alternatives.  Obviously, it is desirable to test the entire dataset if possible, but given that the number of records is often quite large, such thoroughness may be impractical or unwarranted.  In the event that a sub-set is to be taken, a sampling protocol should be followed.  Below offers an approach that can be taken using the tools in the Data Reviewer extension.  However, alternative sampling approaches can be used, so long as the approach is documented and the uncertainty is reported.


Illustration Case #1: Using PAAT to compare a subject point vector dataset to a reference line vector dataset, where ALL points are sampled (i.e. no sub-sampling)

Step 1: Start ArcMap.  Go to “Customize” menu.  Select “Extensions”.  Check “Data Reviewer”.  
[image: ]

Step 2:  Close Extensions dialog box.  Load your subject dataset (below “Levee stations” and your reference dataset (below “California Levee Database - levee centerlines”).  No step-by-step instructions are given on loading data into ArcMap.  If you don’t already know how to do that, you should not be doing a Positional Accuracy Assessment.  Close ArcMap, and call someone else to perform the duties you were about to attempt to do yourself.

Step 3:  Standardize the projections.  The PAAT requires that the datasets and the ArcMap Data Frame all utilize the same projection.  So, using one of the many techniques available to do so, you need to standardize the Data Frame and both datasets to the same projection.

It should be noted here that the chosen projection will affect the values the PAAT to some (presumably small, unless you are using a really inappropriate projection) degree.  However, a specific projection is not standardized beyond it needing to be one of the systems identified in the DWR Spatial Data Standards document.    


Step 4:  Set your scale.  What scale should you set it to?  There is no single answer.  It depends on the data.  But as a general rule, you should set it so that it is easy for you to pick points out as distinct objects and you won’t pick the wrong point.  On the other hand, don’t set it at such a large scale that panning around the map is a pain.  In this example, I will set it at 5000:1.  But you can set it however you think is best for you.
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Step 5: Add Data Reviewer toolbar to your ArcMap session.  Dock the toolbar that pops up wherever you like.

[image: ]

Step 6: Load the Positional Accuracy Assessment Tool (PAAT) toolbar.  To do this, go to the Data Reviewer menu on the new toolbar.  The last item says “Positional Accuracy Assessment.”  Select it.  Up pops the PAAT toolbar.  Dock this wherever you want.  I like it at the bottom in the menus kind of in the middle but skewed slightly towards the Table of Contents window.  But you might hate my location, so go ahead and use your vastly superior one.
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Step 7:  Start the PAAT session.  At the leftmost edge of the PAAT toolbar is an icon of a pair of crosses, one green and one red, joined by a green line.  Click on this.
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Step 8: A wizard has started, as if by magic.  Click “Next” when the first PAAT session wizard dialog box comes up.  You can read the dialog box if it’s contents interest you, or you can just click “Next”.  It would be really magical if ESRI eliminated dialog box #1 from the process.  I like the fact that they even bothered to add a grayed-out “Back” button to this useless dialog box.

Step 9:  Establish your subject data layer and your reference data layer.  In this example, we are going to pretend that the California Levee Database levee centerlines are more accurate than the non-CLD levee stations (they aren’t, but for this exercise, that doesn’t matter).  We are also assuming that CLD centerlines are high, known, and consistent in quality (they aren’t any of those, but again, this is just an exercise), and so they make for an appropriate reference layer.  

Note: You will see that allowable combinations discussed above are controlled here, by the software.  The note at the bottom of the dialog box proves it.
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Step 10: Pick the reporting units, confidence level, and calculation method.

In this dialog box, you have up to five things that need to be set.  Always set your “Reporting Units” to “meters”, and the “Calculation Method” as “NGA Standard”.  NGA Standard uses current NSSDA calculation methods (personal communication, ESRI PAAT developer staff).  

Now you are down to three settings which are somewhat more discretionary or variable.  For “Confidence Interval”, we recommend a setting of 95%.  DWR Data Stewards may deviate from this as appropriate.

If the error of the reference dataset is a known quantity, that value (in meters) should be entered in either the Reference Layer ACE or Reference Layer ALE boxes.  ACE stands for Average Circular Error, and ALE stands for Average Linear Error.  In the vast majority of cases, you will be using ACE.  ALE refers to 3D errors where there is a known vertical component to the error.  Enter EITHER and ALE or ACE value, not both.  If you don’t know the error, then leave these boxes as they are, with zeroes.  DO NOT GUESS!!!  For purposes of this illustration, I am going to pretend I know the quantity of California Levee Database levee centerline error (Hah!), and assume the ACE is 2.5  meters (hah!).  So my properly-structured wizard dialog box # 3 looks like this:

[image: ]     

Step 11:  Choose the fields in which to store the ACE or ALE values.  This is the most confusing part of the Wizard for most people, including ESRI PAAT development and support staff.  The purpose of this step is to allow you to store the errors you will eventually be finding for each record in the attribute table of the subject dataset.  In and of itself, that’s a handy feature…BUT…..you should be careful!  If you have not previously set your table up with fields in which to store these error values, you are either advised to quit the Wizard now and set your tables up, or just skip over this functionality by leaving all four of the fields you can select selected to “None.”  It will not hurt anything if you select “None” for everything.  By contrast, if you mistakenly pick a field that is currently storing some other attribute values (with, you know, relevant attribute data) to store the error values and error methods, YOU WILL OVERWRITE YOUR ATTRIBUTE VALUES.  Generally speaking, you don’t want to be doing that.  So, you really have 2 options here.  Leave all 4 field options as “None”, then click “Next”, or cancel out of the wizard, and set up 2 new fields to store the values and the method.  Since you have EITHER (but not both) ACE or ALE, you only need two of the four fields.  I will show you how to use this feature with the fields used to store values in Illustration 2.  For now, let’s assume the simple case, leaving all 4 field options set to “None.”  Really, no harm done ever by doing so.  

As for “Method Text/Value”, until the day comes that we have occasion to specify this, just leave it as “CLD.”  As it happens, “CLD” has absolutely nothing whatsoever to do with the California Levee Database.  Any coincidence of CLD and “positional accuracy” is just that.  A coincidence.  
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Step 12: Review you settings.  Go back if you need to change anything.  The screen below will come up, which allows you to check all your wizard inputs/selections.  If it looks good, click on “Finish.”
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Step 13:  Review your session tools.  After you click “Finish”, the wizard dialog boxes disappear.  You may also see the ArcMap view extent has changed itself automatically.  Lastly, you will notice that many of the PAAT toolbar icons are not lit up instead of greyed-out.  One easy way to see that you have a current PAAT assessment session running is if these buttons are lit up or not.

Let’s run through the icons, left-to-right.
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	Icon 1:  Stop session button.  This will end your current session.
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	Icon 2: Digitize points.  This is what you are actually currently selected for as your tooltip…you will use this tool to digitize points for the analysis.
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	Icon 3:  Auto-Pick off.  The default option is for Auto-Pick to be ON.  This basically ensures that snapping to an existing feature in the reference set occurs.  If you turn this off, you can actually manually pick a vertex in the reference dataset that is not the closest one to the subject dataset point.  In general, you are probably going to want to leave this button alone, and leave Auto-Pick ON.

	[image: ]
	Icon 4: Auto-Pan off.  The default option is for Auto-Pan to be on.  That’s why the zoom extent changed automatically when you clicked on “Finish”.  While you can leave Auto-Pan on, and there will be cases you may want to use it, for now I suggest leaving it off, so go ahead and click this button once now.  You will notice the text help changes to allow you the option of turning it back on, which you can try later.
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	Icons 5/6: Zoom to previous/next feature.  These buttons work like good old fashioned zoom back/forth in ArcMap, except that instead of previous/forward zoom extent, they zoom to previous/next record in the assessment.  We will see how this works soon enough.
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	Icon 7: Grid properties.  We will return to this later, but basically you have the option of setting up a grid that can help you sample or keep track of what part of the subject dataset you are conducting a PAAT session for.  Generally speaking, a grid is not required, although there may be cases where it is helpful.  For now, just ignore it.
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	Icon 8: Show results.  This shows your results summary table.  Go ahead and click on it now.
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As you can see, you will be able to view the results of your session as you are going through the analysis.  Once you start running through points, you will see this begin to fill up with records, and the values will automatically change.  We will see this soon.  Go ahead and close this down for now by clicking “Close”.


Step 14:  Starting a session.  Let’s begin actually running a session.  Again, your “digitize points” tool should be lit up, and the tooltip should be a cross when you are on the screen.  The first thing I would do is to go back and re-set the scale you set – for good reasons, of course, back in Step 3.  If Auto-Pan is off, you will not need to re-set the scale again.  This is one of the many reasons I advise starting with Auto-Pan off.  However, maybe you like the new scale better.  In that case, go ahead and keep it.  These are all just choices, but they aren’t subject to hard-and-fast rules.



So now you are ready to begin picking points.  Click on your first point.  You will notice that after you click, it highlights the subject record point in red, and the nearest vertex in the reference set line in green.  Both now have the number “1” by them.  Something like this:
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Just for grins, go ahead and open up your results table again by clicking “show results”.
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As you can see, we now have an update.  If you make a mistake, you can either clear results by clicking on “Clear Results”, or you can delete individual records by clicking on the record and right clicking then choosing “Delete”.  Go ahead and try this….you can always re-select the point.

So…one thing that should be fairly obvious is that, although the levee station is very close to the line, it does not determine the error by distance from the line.  It determines the error from the distance to the nearest line vertex point.  It should not be very difficult for you to see that this has significant ramifications on the calculation.  

Go ahead and repeat the point selection for your first point.  You will notice it now is labeled with a number 2.  That’s because – even though you deleted the first point – the session remembers that point did exist.  If having this identified as the second point bothers you, you need to stop your session and start a brand new session from scratch.  In our case, we are going to proceed with the existing session and live with the number “2” for our first point.

Now start clicking along more points.  You will see the same process continuing.  If there aren’t a lot of vertices in the reference line dataset, many points may be referenced to the same vertex, and the label numbers for the green point will overlap (and become unreadable).  Here’s what happens in my case, after digitizing 14 points:
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If you find the line vertex points are too spread out to realistically capture the line’s actual accuracy, you may find that you need to change your reference dataset.  In my example, I would say that’s warranted.  But that’s a decision one would make now, early on in the process, after trying a few points.

In any case, let’s proceed as though we will keep this line as a reference dataset.  In your session results window, you will note that you can change the settings that you originally set in the wizard again.  If you want to play with those…and see what it does to the numbers…go ahead and try that now, but you are advised to stick with the original numbers you originally chose (for presumably good reasons) back when you were going through the wizard dialog boxes.

After going through 10 more points, I have now sampled my entire dataset.  
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Step 15:  Finalize the analysis.  So now I am done selecting points.  I’d like to finalize the output.  In the session results window, choose the “Reporting” tab.  The default is a text report.  While that’s all you technically really need, at a minimum, it is advised to at least save a shapefile, and if you like, add the xml files also.  Since you have bothered to conduct the session, it never hurts to create additional output formats.  Once you are ready, click “Save”.  Choose a location and file name.  It may take a few moments, but the machine will now generate the files.

Close the session window.  Use Windows Explorer and navigate to the folder you chose to save the files in.  If you saved a text file and a shapefile into a new empty folder, your folder contents will now look something like this:

[image: ]


You can see the text file.  That file contains your assessment results.  Congratulations, you have done it!  You can also take a look back in ArcMap at what your shapefile includes.  As you can see, you get two shapefiles….one with the reference dataset points, and one with the subject dataset points. The PAAT does not let you specify the filename for the shapefiles, the tool defaults to the first 6 characters of your text file name and _d for the dataset points or _r for reference points. It also stores a lot of the comparison results in the attribute table.  You might find this useful to save.

So that’s it.  At a basic level, you have now successfully completed a positional accuracy assessment.  You may want to adjust your methods, or your reference dataset, or settings, or something else.  But ultimately that is the basic procedure.

Before we move on to Illustration 2, let’s go back and look at Auto-Pan.  Start a new session, following all of the steps above.  Before you select your first point, make sure that Auto-Pan is ON.  

Now start selecting points.  You will notice that it automatically moves you around the map, so that you can keep selecting points.  This can be kind of handy.  However, there are at least two ways in which it can be quite a nuisance.  One, if you scale is set too large, if a reference vertex is far away, you will get an error message that it did not know which reference vertex to use.  If you get this error, simply zoom quite a bit further out.  Then you can proceed.  The other way it can be annoying is if your records “jump around” spatially (i.e. spatially adjacent records do not appear next to one another in the attribute table), and you may get confused about how much work you have gotten done as a result.  If you want to manually select your subject points, simply turn Auto-Pan OFF.  It performs the same exact same actual analysis.  It merely will affect the order in which your points are analyzed.

   
Illustration Case #2: Using PAAT to compare a subject point vector dataset to a reference raster dataset, where ALL points are sampled (i.e. no sub-sampling)

Illustration Case #2 is almost identical to Case # 1, with two differences.  One, we will use a raster dataset as the reference dataset.  Actually, the process itself is essentially totally identical, the only clarification is just to show you how to do it against a raster.  The second new item is that we will see how you can store your errors in the subject dataset attribute field, which was functionality we skipped over in Illustration Case # 1.

For this illustration, I will only identify the steps that have something new about them.  Otherwise the steps are the same as above.  So start up your ArcMap document again, picking out your subject point dataset and then a reference raster dataset.  I will use the levee stations again as the subject point dataset, and the Central Valley 2006 orthoimagery as the reference dataset.  
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Step 1:  When selecting your reference dataset in the PAAT wizard dialog box, choose the raster set instead of the vector feature dataset.  
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Step 2:  Select the Value Field.  When you get to the fourth dialog box, it allows you to choose the value field and method field.  Pick the dropdown list for value field (I am using ACE here, which is what you will almost always use as well).
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You can see that the dropdown list includes a list of any fields that can store numeric values.  In this case, my attribute table includes a field for stations.  So, if I pick this, PAAT will overwrite my levee stations with the error values.  Obviously, I don’t want to do that!  Before showing you how to deal with this, look at the dropdown box under ACE Method Field:
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Here you can see it is finding all of the text field types and making those my option.  CLEARLY, I don’t want to over-write my attribute values.  I need a new place to store the error data.  Cancel out of the Positional Accuracy Assessment Wizard.

Open up your subject dataset attribute table.  Add a field for the error values.  Make the field type “Double”.   
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If you are also going to want to store the error method values, you will, again, need another new field.  This field needs to be a text field.
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Now you have fields to store this information without destroying your other attribute data.  Restart the PAAT session, and when you get to the fourth dialog box, enter as below:
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Now you can click “Next”, and proceed to the point selection process.  

Let’s now select against points in the raster reference image.  I am going to pretend that I can actually see the levee stations in the reference image.  This is the basic procedure for anything one can see in a reference image: (1) Find the subject object in the reference raster, (2) Pick the subject point, (3) pick the spot in the reference raster image where you can see that point.  Repeat for all of the records.  
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As you move through your points, you can see that the procedure is identical to the process as for a vector feature class as the reference set.  The tool otherwise works identically.  
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Once you have completed the session, and you are ready to report your results, click on the “Reporting” tab.  As you will see, the Feature Update options are now highlighted.  This is because you allowed the Error Values and Methods to be updated during the session wizard process.  
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Click “Update”.  Now view your attribute table.  The calculated error and error methods are now stored in your attribute table.  

As you can see, as far as PAAT procedures are concerned, working with a raster is almost identical to working with vector features as the reference dataset. 

We are now going to assume that we are using a very large subject point dataset, where there are thousands of points, and we don’t want to actually sample all of the points.  We need some method for using only a sub-sampling of the points.  

There are actually many potential ways of sub-sampling, more than will be discussed here.  Ultimately, it is up to the data steward to determine how they want to sub-sample the subject dataset.  We will outline two ways in which the Data Reviewer extension can assist the sub-sampling process.  One tool involves the use of grids, and will be shown as Illustration Case # 3.  The second tool involves using a Sampling Check tool from another part of the Data Reviewer extension, and will be shown as Illustration Case # 4.


Illustration Case #3: Using PAAT grid tool to compare a subject non-point vector dataset to a reference non-point dataset, where only a subset of the points are used (sub-sampling)


The first tool available in the PAAT toolbar is the grid tool.  Actually, when you run the PAAT session wizard, as long as a point-type vector feature dataset is not involved as either the subject or reference layer, you will automatically be prompted to set up the grid properties as part of that process.  A grid basically subdivides a data geographically in a manner that allows one to see which geographic portions of a dataset have been sampled.  If one is sub-sampling, a grid helps to make sure that the sub-samples are being taken from the various spatial subdivisions of the entire coverage more or less universally.  

Let us presume that a data steward has decided that the levee centerlines file will have the positional accuracy calculated by comparison against orthoimagery.  The steward looks at all of the lines in the Delta, sees that there are nearly 1700 records in total, and decides to sub-sample the centerlines rather than analyze all of them.  The steward also decides that 25 analysis points is adequate, and wants to ensure that the 25 samples come from a well-distributed and uniform geographic distribution, so that samples from the entire coverage extent are included.  The steward decides that a 5x5 grid will achieve the 25 sample requirement.

At the third PAAT wizard dialog box, the user is prompted for the grid properties.  Rows and columns may be selected as desired, along with a color that hopefully makes the grid stand out.  Below is a sample of how this dialog box can be filled out:

[image: ]


The rest of the dialogs can be used as before.  When the session starts, you will see the grid with your properties, as below.  Note that the grid is set up with respect to the reference dataset extent, not the subject dataset extent.  

[image: ]

Note that some of the grid cells may be devoid of subject data features.  Next, as the user runs each point comparison, Auto-Pick will automatically skip to the next grid cell.  Auto-Pick starts in the upper left cell, works across the top row, then comes down to the next row, left cell, works right across the row, then the next row down, and so on, to complete the process.  Cells with no feature data may simply be skipped by the user, and Auto-Pick will proceed to the next cell in the grid.  In our illustration, the result is something like this:

[image: ]

If you look at the numbers, the values rise according to the sequence described above, skipping empty grid cells.  If the user wishes to continue after going through the bottom right cell, Auto-Pick returns to the upper left cell and repeats the process.  In this manner the grid may be used repeatedly to generate the desired number of total samples, more or less uniformly distributed throughout the feature data’s spatial coverage.  

Illustration Case #4: Using PAAT & Data Reviewer’s Sampling Check tool to compare a subject vector dataset to a reference dataset, where only a subset of the points are used (sub-sampling)

The above technique illustrated in Case # 3 works to distribute the sub-sampled features in a somewhat uniform manner throughout the dataset.  However, what it does not do is to create the random records to sample themselves.  The procedure in Case # 3 essentially uses a user-chosen, rather than randomized, sample.  While there might be cases where a user-chosen sample is either desirable or unavoidable, in an ideal case, the selection process is blind and test points are randomly-chosen.  Data Reviewer contains a tool that can assist in selection of random points.  The tool is not a part of the PAAT toolbar, however.  It is located in Data Reviewer’s Data Check menu, under Advanced Checks, item Sampling Check, as shown below:

[image: ]

When chosen, a Data Reviewer check window comes up.  It is suggested that before doing anything else, name the check.  

Next, the users is going to have three basic elements to consider.  The first should be easy.  Layout layers are listed, but the only layer that needs to be checked off is the subject dataset.  The reference dataset does not need to have a selection check performed.  

Second, the user must specify how the sample is to be created.  As above, if the user decides “25 features is about right”, the user can enter “25” into the Number dialog box entry.  This can be seen here:
[image: ]


Another way the samples can be determined is by specifying a number of features to be checked as a percentage.  Perhaps 2% of the features should be tested.  If so, enter “2” in the Percentage dialog, as here:


[image: ]


The third and final way a sample can be sized and created is by letting the Sampling Check tool Auto Calculate a sample.  In this method, a confidence level needs to be entered first.  Note that the higher the confidence level, the more points will be sampled.  Second, the margin of error in the confidence level needs to be specified.  In effect, confidence intervals themselves have margins of error.  The lower the margin of error, the more points will be included in the sample.  Lastly, the failure threshold/acceptable error needs to be specified.  In effect, there is a certain upper/maximum bound of the number of locations that would fail the specifications.  5% is recommended here, although we could certainly be convinced otherwise.  The main thing for this setting is simply to make a note of it in the documentation (as, really, with all settings).    

[image: ]


There is an alternative to using a sampling method, which is to develop a pre-developed sampling grid.  The grid development from the PAAT, this method requires a preconstructed grid polygon file.  There is actually a tool elsewhere in the Data Reviewer that exists to create such a grid.  At this time, we are not recommending using this approach, and so we advise that you use the method-based sampling check described above.

Lastly, if one scrolls down the dialog box window further, you will see “Reviewer Remarks”, and an opportunity to indicate Notes and Severity.  Since the Sampling Check is simply another type of Data Reviewer check, it can be added to a Data Reviewer workflow, and be managed as any other Data Reviewer check would work, including setting priority (aka “Severity”).  For purposes of conducting a standalone Positional Accuracy Assessment, you can skip this item.

Once you are happy with everything in the Sampling Check window dialog boxes, you may hit “OK”.  Your Sampling Check is now configured.  You now need to start a Data Reviewer Session.  Before you do this, you should build an empty file geodatabase and put it somewhere.  The file geodatabase is needed by Data Reviewer in order to store the Reviewer Session tables.  

As a side note, if you like, you can also use other Data Reviewer functionality and store it in the same geodatabase.  For purposes of the Positional Accuracy Assessment, you only need this geodatabase for the Sampling Check to run.  

Start the Reviewer Session Manager by clicking on the small green checkmark just to the right of the “Data Reviewer” menu.  Once you do, this dialog window will appear:

[image: ]

To set up your Reviewer Session, select “Browse”, and navigate to the empty file geodatabase described above.  Once you select this, it will be indicated as such under “Reviewer Workspace.”  You can now close this dialog window.  

Next, you need to run your check.  To do this, click on the green checkmark further right on the Data Reviewer toolbar, to the right of the Sampling Check menu.  The tooltip will say “Run Data Check”.    

[image: ]

In the dialog window that comes up next, while you can choose whatever is appropriate, you are probably going to want to run this against the “Full Database” in most cases.

[image: ]


Since I picked “50” as my number for this illustration, I get the following result window back:

[image: ]

If you either Auto-Calculated your number, or used a percentage, or used a number other than “50”, you will get a different number here.  The number is – in effect – your random sample number.  Hit OK to browse results.  

You will notice a new window comes up (mine comes up at left of window, left of the Table of Contents).  The title of this window says “Browse features”.  

[image: ]


You will also notice that you have been autozoomed to the first feature.  You will also be able to see that you are at the first sample out of “50” (in my case 50…you may have another number), indicated right beneath the title of the Browse Features window.  

As you can probably now see, you can use the “Browse Features” window options to scroll through your samples.  This is exactly analogous to using the Auto-Pick and Auto-Zoom straight out of the PAAT tool.  Except that with this approach, you are jumping around between random records.  You do have to go back and forth, interacting with the Browse Features window and the PAAT tool, but in so doing, you will be building your positional accuracy assessment from random records.  

Going back-and-forth takes a little getting used to, but, basically, here are the steps:

1) Run your Sampling Check, and get your “Browse Features” wind set up at the left of your Table of Contents.
2) Start a PAAT session as normal.
3) Click on the Digitize Points Tool.
4) Go back to Browse Results.  Click the “Switch to Map Selection” Button.
5) Now go on the screen, and digitize your first point as you normall would in your PAAT session.  

Before we go on, here’s what may be confusing.  The PAAT will want to go to the next record in the attribute table of the subject dataset, but you don’t want to go there….you want to go to your next randomized record provided by the Sampling Check.  Right?  Yes!  After all, that’s the whole point of the Sampling Check.  To go to the next record picked by the Sampling Check….

6) Back in the Browse Features window, you will see a different button where it used to say “Switch to Map Selection.”  Now it says “Switch to Data Reviewer Results.”  Click on this button.  
7) Now you can digitize again.  You can keep adding points this way.  Once you have made your next pair, simply click on the right arrow to scroll forward in the Sampling Check feature browser, as highlighted in light blue below with the arrow over it.  
[image: ]  

In this manner, you can go back and forth between the Data Reviewer results environment and the PAAT session.  You can still use the PAAT tools at any time.  Try clicking on “Show Results” tool in the PAAT session.  You can see the PAAT table, just as before.  When you are done, close the PAAT session table by clicking “Close.”  You can still digitize and continue scrolling through the Data Reviewer feature results browser.  Simply continue through all of your records, and, once complete, you can finalize the PAAT session just as you did above.
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